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(At least) 5 ways in which
Stratified Turbulence is like Brexit

1.Nobody understands what is happening
2.Brexit means Brexit = ST means ST…
3.What’s happening near boundaries is most important
4.Being free is very different from being forced
5.History REALLY matters



• (Vertical) heat transport is (in the top 3 of) the most uncertain parameterisation(s) in climate science 

• Models @1-10km scale: mixing @ 1cm scale: 5-6 orders of magnitude…

• 1-2 PW of poleward heat transport…turbulence in stratified fluids key

• Parameterisation and relevance to MOC?

Motivation: Saving the Planet?

Waterhouse et al 2016
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Fig. 17. T h e  p o l e w a r d  o c e a n  h e a t  t r a n s p o r t s  in each  o c e a n  b a s i n  
a n d  s u m m e d  o v e r  all o c e a n s  (total), as c o m p u t e d  f r o m  the  ne t  
f lux t h r o u g h  the  o c e a n  surface ,  i n t eg ra t ed  f r o m  6 5 ° N  a n d  ad-  
j u s t ed  s o u t h  of  30°S, fo r  1988 in PW.  A s  this  ca lcu la t ion  does  n o t  
a ccoun t  fo r  t he  I n d o n e s i a n  t h r o u g h f l o w ,  the  Pacific a n d  I n d i a n  
o c e a n  c o n t r i b u t i o n s  s h o u l d  b e  c o m b i n e d  

(all land/ice). In the Indian Ocean the northward 
ocean heat flux is zero at the northern boundary. Using 
these values specified as the northern boundary condi- 
tion, we then integrate 

O r = F o  = -I[?~ad4) 

for each ocean basin, where [~o is the zonally inte- 
grated northward ocean flux an~ F~ is the zonal inte- 

Kev in  et al.: T h e  g loba l  hea t  b a l a n c e  

gral in longitude across the basin of F~. The integral is 
carried out in finite difference form using Gaussian 
quadrature. 

Using this method and integrating the unadjusted F~ 
values to 68°S gives a northward heat flux at 68°S of 
0.4 PW in the Atlantic, 0.1 PW in the Indian and -1.2 
PW in the Pacific oceans. This highlights the problems 
we noted earlier as having an insufficient flux out of 
the ocean in the Pacific, in particular. To satisfy the 
Southern Ocean heat flux constraint, we have required 
that the ocean heat transport should go to zero at 68 °S, 
and to achieve this the simplest method is to adjust the 
ocean heat fluxes south of 30°S linearly with latitude. 
The result is shown in Fig. 17. 

When a similar correction is applied to the F, field 
itself, and the entire Eq. (12) is solved for the potential 
function subject to boundary conditions that there is 
no heat flux through the ocean boundaries, using an 
iterative technique, the result is given in Fig. 18. The 
correction guarantees that the integral of the surface 
flux over the global ocean domain is zero, as it must be 
to solve the Poisson equation. In interpreting this fig- 
ure, it must be recalled that it gives only the divergent 
heat flux component. An additional rotational compo- 
nent is not available from this method. Thus over the 
southern oceans, the heat carried eastwards in the Ant- 
arctic Circumpolar Current is not represented and nor 
is any gyre transport. The results south of 30°S cannot 
be trusted. 

As noted earlier, in Fig. 17 error bars are assigned 
representing plus or minus one standard error in the 
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• Although the parameterisation is uncertain in truth, (up/down?) it is a very hot and urgent topic… 

Motivation: Saving the Planet?

Effects over 50 years: 
1. Expansion
2. Ice loss
3. Extreme events
4. Fishing…
Billions globally
potentially affected



(Stratified) fluid equations
• Remember the Navier-Stokes equations (remembering all forces) for an incompressible fluid:

• Usually we just say the density is constant, and absorb the hydrostatic component into the 
pressure, divide across by the density and carry on serenely without worrying about density:

• When the density is constant, the hydrostatic pressure gradient is constant

• But we want to consider a situation where the density is a function of space and time

• We can still subtract off a hydrostatic component if we decompose the density field into a 
horizontally (and temporally) averaged hydrostatic part (which can still depend on z if req.): 

• Now we have a buoyancy force: eg locally relatively dense fluid will be accelerated downwards!
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(Stratified) vorticity equation
• If the density is not constant, the vorticity equation is also very different:

• Extra source of vorticity if pressure and density gradients are not parallel

• This baroclinic torque has a particularly  simple form under the Boussinesq approximation

• Because density differences in the atmosphere and ocean are often of the order of a few percent 
(e.g salt water is roughly 3% more dense than fresh water, and every 10 degrees celsius changes 
the density of air by approximately 4%) the effect of density variations on a fluid’s inertia is 
relatively small (while the buoyancy force remains important).

• Assume the density is constant except in the buoyancy force, equivalent to a distinguished limit: 

• Also linear equation of state implies density satisfies advection diffusion equation…
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The Boussinesq approximation
• Valid when the scales of the motion << scales the density of the fluid varies substantially

• Valid over scales of 100s of metres in the ocean, and  < O(km) in the atmosphere

• Important exceptions are: fires, explosions, avalanches, volcanic eruptions etc…

• But under the Boussinesq approximation, the N-S, vorticity/density equations become: 

• Here    is some reference density and  g’ is called the reduced gravity:

• Notice symmetry of new terms involving density and vertical velocity: coupling KE and PE

• Lead to key term the buoyancy flux and extra sink “tax” of energy in stratified flow: 
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• Central question: how to parameterise vertical diffusivity of heat: 

• Classic model due to Osborn (1980):

• Determines eddy diffusivity:  

• Also how PE changes tax KE changes

• Turbulent kinetic energy equation: 

• How is production (due to forcing/IVP etc…) partitioned between buoyancy flux and dissipation?

• Many, many open questions (order one not agreed):

1.Can anything generic be said about      that improves modelling?

2. What does     depend on? 

Mixing parameterisation

FFDC The climate question: Earth: a stratified, rotating world 

 – 10 – 
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Figure 6: A parcel of fluid displaced vertically in a linear stratification. 

If we ignore continuity and any effects this might have on the forces acting on 
the fluid parcel, then we may apply Newton’s laws, principally 

 Force = mass u acceleration. 
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is the ‘buoyancy frequency’ or ‘Brunt-Väisälä frequency’. 
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• Fundamentally, there are (at least) two levels of challenge:

1. In a “perfect” world (e.g. in numerical simulations/lab) what is needed to describe ST?

2. In the “real” world (e.g. in the ocean/lab) can what is measurable be useful?

• Central concerns:

1. What is meant by ST needs to be defined carefully

2. What is used to parameterise ST needs to be defined carefully

• Gathering evidence (e.g. Ellison/Linden/Thorpe/Smyth/Ivey/Maffioli/Venayagamoorthy/Venaille etc)

• Length and time scales play key roles (as do ratios of scales: dimensionless parameters)

• Critical issues involve definitions, and also whether quantities are correlated…

Stratified Turbulence: Length Scales

Salehipour/Matlab
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• (At least) four classes of properties for a stratified turbulent fluid

1. Properties of the fluid:         (also double diffusion, nonlinear eq of state etc etc…) 

2. Properties of the background:                                  (what does overline mean? Spatio-temporal?) 

3. Properties of the turbulence:                                                                           (u fluctuation field)

4. Properties of the density fluctuation field

• These quantities can be formed into length scales/time scales/nondimensional parameters…

• Is ST a snake/spear/rope/fan/wall/tree? Yes…and no…sometime/where

• Can unique parameters be assigned? Are such quantities correlated?

• Does mechanism matter? Does history matter?

Properties

⌫,
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

N2 ⌘ �g
⇢0

@⇢

@z
, S ⌘ @u

@z
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

K ⌘ 1
2
hu0i .u0i i, E ⌘ 2⌫hs0ijs0iji, s0ij ⌘

1
2

✓
@u0i
@xj

+
@u0j
@xi

◆

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

K⇢ ⌘ 1
2

⌧
g2

⇢20N
2
(⇢0)2

�
,� ⌘ 

⌧
g2

⇢20N
2
|r⇢0|2

�

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>



• There are a huge number of open issues (if one is honest)

• Very interesting developments (though not answers) in at least seven interconnected areas:

1. Does     vary with parameters and/or mechanism and/or time?   

2. If     (and flux) does vary with parameters, is it possible to access right flank?

3. Does Layered Anisotropic Turbulence of Lindborg/Riley/Chomaz/Billant exist?                                                         

4. Is layering (deep well-mixed layers separated by thin sharp interfaces) generic?

5. Is stratified turbulence ever “generic” or does it always remember its time history?

6. Is linear stability theory relevant to turbulent dynamics?

7. Can observational data ever be connected to more complicated models for turbulent flow?

(Some of the) Open Questions

�
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Or…
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3 other ways in which
Stratified Turbulence is like Brexit

1.System is unstable IF background is sufficiently weak
2.Once it starts, no way to know  how long it will last 
3. The background  changes qualitatively and irreversibly



• Deeply influential simulations of Shih et al (2005): Stanford School

• Shows: intermediate regime of constant     then  

• Also recent observational evidence Monismith et al 2018 consistent with decay

• But remember major issues with averaging/reversibility and: 

• Flow in steady state: 

• But remember definition of turbulent Prandtl number:

• So…is                  Or are       and     correlated? Or are there naturally different regimes with       ?     

Variation of Gamma (or not…)

ANRV332-FL40-08 ARI 10 November 2007 16:14
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Figure 2
Eddy diffusivity Kρ

normalized by the
molecular diffusivity κ as a
function of ε/νN 2from
direct numerical simulation
experiments. The
prediction from Equation 5
with constant % = 0.2 is
shown by the red line. Data
taken from Shih et al. 2005.

APPLICATION TO THE FIELD
The above sections focus on the idealized theoretical frameworks in Equations 5 and
9 for treating mixing and the development of laboratory and numerical experiments.
In this section, we consider the issues that arise when we try to apply these ideas to
the field.

Mixing at Ocean Boundaries
As opposed to the indirect models in either Equation 5 or 9, there have been some
attempts to measure ρ ′w′ directly. These few field measurements arise from vertical
profiling instruments and have interpretation problems associated with the natural
unsteadiness and patchiness in the environment. Although the instantaneous ver-
tical density flux is measured, there are, for instance, almost as many examples of
countergradient flux as there are of downgradient flux in these data (e.g., Lemckert
et al. 2004, Saggio & Imberger 2001). As a consequence, almost all microstructure
measurements in the ocean measure dissipation ε and rely on indirect methods to
determine mixing.

Table 1 Mixing in continuously stratified fluidsa

Regime ε/νN2 range KTot
ρ ReT/Ri range KTot

ρ

Molecular ε/νN 2 < 7 κ ReT/Ri < 150 κ

Transitional 7 < ε/νN 2 < 100 0.2ν
(

ε
νN 2

)1
150 < ReT/Ri < 1000 0.015κ

(
ReT
Ri

)1

Energetic ε/νN 2 > 100 2ν
(

ε
νN 2

)1/2
ReT/Ri > 1000 0.4κ

(
ReT
Ri

)1/2

aData taken from Shih et al. 2005.
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last two decades suggest that
the mixing efficiency is not a
universal constant. Indeed,
there is a clear consensus that
the mixing efficiency is highly
variable (i.e., not constant) and
depends on various parame-
ters including the age of the
turbulent patch, the origin of
the turbulence, the strength of
the stratification, the turbu-
lence activity number, the loca-
tion in the domain, etc. [e.g.,
Rohr et al., 1984; Itsweire et al.,
1986; Ivey and Imberger, 1991,
and the references therein;
Barry et al., 2001; Barry, 2002;
Smyth et al., 2001; Peltier and
Caulfield, 2003; Rehmann, 2004;
Rehmann and Koseff, 2004; Shih
et al., 2005; Ivey et al., 2008,
and the references therein,
Stretch et al., 2010; Hult et al.,
2011a, b; Dunckley et al., 2012;
Lozovatsky and Fernando, 2012;
Bluteau et al., 2013; Bouffard
and Boegman, 2013]. More

recently, field measurements of the flux Richardson number confirm a strong dependence on the turbu-
lence activity number [Davis and Monismith, 2011; Lozovatsky and Fernando, 2012; Bluteau et al., 2013; Bouf-
fard and Boegman, 2013], in accordance with previous DNS results [e.g., Shih et al., 2005]. Indeed, estimates
of turbulent diffusivities are extremely sensitive to the choice of mixing efficiency used [cf. Dunckley et al.,
2012]. Figure 11c highlights the turbulent diffusivity calculated using the measured mixing efficiency (equa-
tion (10)). This is contrasted with Figure 11d, where the diffusivity is calculated from an assumed C 5 0.2.
There are substantial differences in the estimated diffusivities. Notably, the constant mixing efficiency for-
mulation leads to overestimates of several orders of magnitude compared to the values calculated using
the directly measured mixing efficiency.

The turbulence activity number is a common measure for characterizing turbulence in stratified environ-
ments, and several studies have noted the dependence of the flux Richardson number on the activity num-
ber [e.g., Barry et al., 2001; Barry, 2002, and the references therein; Shih et al., 2005, and the references
therein; Davis and Monismith, 2011; Lozovatsky and Fernando, 2012; Bluteau et al., 2013; Bouffard and Boeg-
man, 2013]. The DNS simulations of Shih et al. [2005] show that in the intermediate range (7< e/mN2< 100),
the constant flux Richardson number formulation (Rf 5 0.17, C 5 0.2) is valid; however, as the turbulence
transitions into the energetic regime (e/mN2> 100), the flux Richardson number displays a power law
dependence on the activity number, Rf ! (e/mN2)21/2. A power law dependence on the activity number was
also found in the field observations of Davis and Monismith [2011], Lozovatsky and Fernando [2012], Bluteau
et al. [2013], and Bouffard and Boegman [2013].

Figure 12 displays the flux Richardson number as a function of the turbulence activity number for the cur-
rent data set, as well as the least squares power law fit to the data [i.e., Rf ! (e/mN2)21/2]. The power law fit is
much closer to the DNS measurements of Shih et al. [2005], compared to the field measurements of Davis
and Monismith [2011]. This may be due to the fact that Davis and Monismith [2011] were inferring density
fluxes from temperature fluctuations and salinity, the latter of which was determined from an empirical rela-
tionship between temperature and salinity. Barry [2002] compiled data from six laboratory studies [see
Barry, 2002, and the references therein]) and suggested a best fit of, Rf ! 1= 110:4 e=mN2ð Þ2=3

h i
[see, e.g.,

10
2

10
3

10
4

10
5

10
6

0

0.1

0.2

0.3

ε/(νN2)

R
f

 

 

R
f
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~4.5(ε/νN2)−1/2 − Davis and Monismith [2011]

R
f
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Figure 12. The flux Richardson number (Rf) as a function of the turbulence activity number
(e/mN2). The black dots represent binned median values, while the error bars signify the
standard error for the current data set. The solid black line is the least squares power law fit
to the current data set (see text for details). Also shown for comparison are the power law
fits from the field observations of Davis and Monismith [2011] (solid light gray line and light
gray dots), the DNS simulations of Shih et al. [2005] (dashed light gray line), and the com-
piled laboratory data in Barry [2002] (dotted light gray line).

Journal of Geophysical Research: Oceans 10.1002/2014JC010396

WALTER ET AL. VC 2014. American Geophysical Union. All Rights Reserved. 8726

� ⌘
g
⇢0
hw0⇢0i
2⌫s0ijs

0
ij

=
B
E , T =

hw0⇢0i
|@⇢/@z| =

B
N2

= �
E
N2

= ⌫�

✓
E

⌫N2

◆
= ⌫�ReB

<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

T =
h⇢0w0i
�@⇢

@z

=
B
N2

; ⌫T =
�huwi

@u
@z

=
P

(@u/@z)2
! PrT ⌘

⌫T
T

=
Ri
Rif

; Ri ⌘ N2

S2
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

�(Ri, Reb)?
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

Reb
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

Ri
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

Reb
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

d
dt
K = 0! P = B + E ! Rif ⌘

B
P =

�

1+ �
' �

�+ E
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

� / Re�1/2b ! T / Re1/2B
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>



• Large buoyancy Reynolds number ensures wide separation between Ozmidov & Kolmogorov scales:  

• Gives some chance of isotropic inertial range

• Particularly if Ozmidov scale is ALSO forcing injection scale 

• So two kinds of right flank: strong stratification and/or strong turbulence…

• Layered Anisotropic Stratified Turbulence (LAST) regime: both!

• Scaling arguments of Billant/Chomaz/Lindborg:     

Buoyancy Reynolds number and length scales 
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Figure 14.3 Schematic diagram of the horizontal wavenumber energy spectrum E⊥(k⊥) showing the

different ranges either side of the Ozmidov scale L0.

As noted earlier, it is an empirical observation that εK ∼ u3
⊥/ℓ⊥, not only in conventional

three-dimensional turbulence, but also in strongly stratified turbulence in which ℜ ≫ 1.

This allows us to relate L0 to ℓ⊥, ℓ// and η, and we find

L0

ℓ⊥
∼

(

u⊥

Nℓ⊥

)3/2

, (14.32)

L0

ℓ//

∼
(

u⊥

Nℓ⊥

)1/2

, (14.33)

L0

η
∼

( εK

N2ν

)3/4

∼ ℜ3/4. (14.34)

These expressions confirm that we require Fr⊥ ≪ 1 and ℜ ≫ 1 in order to ensure ℓ⊥ ≫
ℓ// ≫ L0 ≫ η, and hence ensure clear scaling ranges of strongly stratified and weakly

stratified turbulence either side of L0 (Figure 14.3). It is difficult to simultaneously satisfy

these conditions in laboratory experiments and numerical simulations, and this has led

to some debate as to the asymptotic properties of these scaling ranges. In particular,

relatively few of the low-Fr⊥ laboratory experiments and numerical simulations satisfy
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LAST regime?
• Suggestive numerical evidence that this regime can occur: Brethouwer/Maffioli/Bartello/Tobias etc

• Seismic oceanography gives anisotropic 

• But how can such a flow be born/sustained? 

• Numerically can add an artificial body force…

• Instability? Miles-Howard  Ri < 1/4 somewhere

• Simplest KH overturning instability, high       always low Ri…     

Stratified turbulent flows 355

(a)

(b)

(c)

(d)

(e)

Figure 5. Snapshots of the density fluctuations in a vertical plane for Fh ≃ 0.015.
(a) run D9.6, (b) B3.0, (c) A1.8, (d ) R0.7 and (e) R0.3.

Figure 6. Snapshot of the density fluctuations in a vertical plane extracted from run D0.5.

result of dynamical processes in the stratified fluid because the forcing is purely two-
dimensional and horizontal. At the start of the simulations, only large, horizontal
motions and random perturbations are present in the fluid but the large-scale

E(kH) ⇠ k�5/3H
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FIG. 9. Density plot showing normalized results of linear averaging (fig 8,b,e,h). Gradient of internal wave

regime was varied between �0.4 and �2 with steps of 0.2; gradient of turbulent regime was varied between

⇠ 0.1 and ⇠ 1.8 with steps of 0.03. Dotted reticule = slopes of �1 and 1/3.
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(c) (d)
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Figure 3. Reb dependence of � as inferred from (a) various observational datasets and (b)

DNS datasets. The shadings, except for the orange curve in panel (a), illustrate the spread in

data after binning (see supporting information for details). (c-f): global maps of normalized

flux coe�cient �/�⇤ constructed based on the upper and lower bounds of � marked by dashed

lines in the top panels. Panel (c) shows the global map on the abyssal density level 28 kg/m3

corresponding to the lower bound curve with its globally zonally averaged � in (d). Panels (e)

and (f) show the same for the upper bound curve. For reference, � =28 kg/m3 surface is shown

with a white line in panels (e) and (f).
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Given this variability, and the existence of such extremes, how can we reconcile using
a constant ! ≈ 0.2 in our parameterizations of the fluxes?

Both laboratory and DNS work indicate that at these extremes, when either
ε/νN 2 ∼ O(1) or ε/νN 2 ∼ O(105), the mixing efficiency R f → 0 and the use
of large R f ≈ 0.2 in field situations in these limits cannot be justified. This is not
simply a matter of curiosity. There is a fundamental inconsistency between the re-
sults from the laboratory and DNS experiments and the inference of diffusivity from
microstructure in the field that remains unresolved.

From a global perspective, this inconsistency needs to be resolved. Observations
show that the oceans are not uniformly and steadily agitated, but rather there is
a relatively quiescent interior and turbulent hot spots, often near boundaries. This
paradigm is central to global-scale ocean dynamics (e.g., Wunsch & Ferrari 2004), and
researchers are increasingly focusing their attention on potential hot-spot regions.
Two issues are important here. First, the geography of mixing hot spots and the dy-
namics responsible for their spatial and temporal distribution need to be determined.
Second, the fundamental inconsistency between present practice and theoretical and
experimental evidence needs to be reconciled. Progress on both fronts is required if
we are to scale up local information to assess basin-scale influences with any confi-
dence. For example, the mixing efficiency Rf in energetic boundary regions is needed
even to close simple energy budget models (e.g., Munk & Wunsch 1998, Wunsch &
Ferrari 2004), and there is a big difference between the model predictions if one uses
an efficiency of either 0.2 or 0.02.

Mixing in the Interior of the Ocean
In the stratified interior of natural water bodies, we distinguish a second class of
mixing problems that are characteristically intermittent, typically occurring within
turbulent patches that grow and decay with time. These patches are not driven directly
by boundary stresses or instabilities of the ambient flow, but rather they result from
the transport of energy by internal gravity waves and, in particular, by the disruption
of that transport through scale-transforming interactions between either waves of
different scales or between waves and ambient flows (e.g., Carter & Gregg 2006,
Garrett 2003).

For these events, the length scale ratio l/L is an indicator of the importance of patch
boundary dynamics, i.e., the dynamics and hence fluxes occurring in the transition
regions separating active turbulent flow from the laminar, stratified exterior flow.
In the limit l/L → 0, patch boundary processes are negligible, and the spatially
homogeneous scaling discussed above may be appropriate. For finite values of l/L,
however, patch boundary processes are fundamentally important and may in fact
be the rate-controlling process determining the overall scalar flux produced by an
individual event. A steady-state situation can only exist if the vertical turbulent flux in
the patch interior matches the flux at the patch boundaries; otherwise the resulting
vertical flux divergence causes a local change in the density distribution with time. If
the flow is unsteady, fluxes in the patch interior cannot be simply related to the fluxes
of fundamental interest in the patch transition zones.
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Figure 1. (top) Global map of rate of dissipation of kinetic energy, !, plotted on the density surface " = 28 kg/m3 in
the abyssal ocean. The right face shows the same quantity zonally averaged. (bottom) Map of buoyancy Reynolds
number, Reb as defined in (1), on the same density surface as in Figure 1 (top). The right and front surfaces show zonal
and meridional averages. The black lines overlaid on the contour map on the right face show zonally averaged density
from the World Ocean Circulation Experiment (WOCE). The thick black line represents the neutral density " = 28 kg/m3,
which marks the boundary between density surfaces which ventilate at high latitudes in both hemispheres and those
which only ventilate in the Southern Ocean. Both maps are constructed based on estimates of rate of dissipation of
kinetic energy from Nikurashin and Ferrari [2013] and WOCE stratification.

geostrophic flows into internal waves above rough topography [Nycander, 2005;Nikurashin and Ferrari, 2011]
combined with a parameterization for turbulent energy dissipation resulting from the breaking of internal
waves generated by tidal flows over rough topography [St Laurent et al., 2002]. Of particular importance to
the research reported in this letter are two key assumptions which have a leading order impact on the global
distribution of !. First, it was assumed that the fraction of the radiated energy going into dissipation locally is
∼30% based on observations, and that this local dissipation decays upward away from the ocean floor with
a decay scale of 500 m. Second, the estimate of ! does not explicitly take into account the mixing induced by
breaking of internal waves generated in the far field. This contribution is likely more important at middepths
and, as will be discussed later, we take this somewhat into account by assuming that it results in a constant
background interior mixing. In short, global estimates of ! are not available and it is for practical reasons that
we rely on a distribution subject to the collectivity of these assumptions. Our focus is not upon the distribution
of !, however. We will simply employ this map to study the efficiency of mixing and show that it is of leading
order importance for the oceanic bulk energy budget and closure of the abyssal MOC.

The turbulent dissipation rate, !, in Figure 1 (left) corresponding to the neutral density surface " = 28 kg/m3 is
plotted over this density level. This density level approximately marks the separation between the two coun-
terrotating cells, an abyssal one and a middepth one, that characterize the MOC in a zonally averaged sense,
and it comes to the surface only in the Southern Ocean [Lumpkin and Speer, 2007, see also Figure 4, top].
While the 28 kg/m3 neutral density surface appears to divide the two branches of the MOC, this is just an
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Figure 1. (top) Global map of rate of dissipation of kinetic energy, !, plotted on the density surface " = 28 kg/m3 in
the abyssal ocean. The right face shows the same quantity zonally averaged. (bottom) Map of buoyancy Reynolds
number, Reb as defined in (1), on the same density surface as in Figure 1 (top). The right and front surfaces show zonal
and meridional averages. The black lines overlaid on the contour map on the right face show zonally averaged density
from the World Ocean Circulation Experiment (WOCE). The thick black line represents the neutral density " = 28 kg/m3,
which marks the boundary between density surfaces which ventilate at high latitudes in both hemispheres and those
which only ventilate in the Southern Ocean. Both maps are constructed based on estimates of rate of dissipation of
kinetic energy from Nikurashin and Ferrari [2013] and WOCE stratification.

geostrophic flows into internal waves above rough topography [Nycander, 2005;Nikurashin and Ferrari, 2011]
combined with a parameterization for turbulent energy dissipation resulting from the breaking of internal
waves generated by tidal flows over rough topography [St Laurent et al., 2002]. Of particular importance to
the research reported in this letter are two key assumptions which have a leading order impact on the global
distribution of !. First, it was assumed that the fraction of the radiated energy going into dissipation locally is
∼30% based on observations, and that this local dissipation decays upward away from the ocean floor with
a decay scale of 500 m. Second, the estimate of ! does not explicitly take into account the mixing induced by
breaking of internal waves generated in the far field. This contribution is likely more important at middepths
and, as will be discussed later, we take this somewhat into account by assuming that it results in a constant
background interior mixing. In short, global estimates of ! are not available and it is for practical reasons that
we rely on a distribution subject to the collectivity of these assumptions. Our focus is not upon the distribution
of !, however. We will simply employ this map to study the efficiency of mixing and show that it is of leading
order importance for the oceanic bulk energy budget and closure of the abyssal MOC.

The turbulent dissipation rate, !, in Figure 1 (left) corresponding to the neutral density surface " = 28 kg/m3 is
plotted over this density level. This density level approximately marks the separation between the two coun-
terrotating cells, an abyssal one and a middepth one, that characterize the MOC in a zonally averaged sense,
and it comes to the surface only in the Southern Ocean [Lumpkin and Speer, 2007, see also Figure 4, top].
While the 28 kg/m3 neutral density surface appears to divide the two branches of the MOC, this is just an
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• Controlled mixing simulations: KH instability at Re=6000, Pr=1

• Inherently unsteady, transient mixing process stabilised as Ri increases…

• Very high peak       with a slow decay: 50-100 < t < 200 turbulent

• How do length scales evolve? Proxies for age/mixing Dillon (1982)

• A lot easier to measure Thorpe scale and N…

• (eg Mater et al/Scotti etc)
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 “Optimal” mixing by overturning?
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Figure I.7: Schematic of the Thorpe scale LT derived from a density inversion in
an otherwise stable potential density profile. Observations within an inversion are
rearranged vertically to achieve a stable, monotonic profile. A sample moved from
a depth zn to a depth of zm has a Thorpe displacement d′

n = zm − zn. The Thorpe

scale LT is the RMS value of the Thorpe displacements LT =
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figurations where both the velocity and the density are antisymmetric in y. It 
cannot determine whether these curves are stability boundaries or not; this 
information can, however, be obtained by careful use of program (i). All results 
were computed to an accuracy of four significant figures. 

3. Shear layers 
3.1. The hyperbolic tangent shear layer 

The velocity profile u ( y )  = tanh (y) is important, because it is the prototype of 
smooth shear layers. We consider it in conjunction with the density profile 
p ( y )  = tanh (y). The neutral curve and stability boundary for this configuration 
is J ,  = a(1 -a)  (Holmboe 1960)) which is a parabola symmetric about a = 0.5. 
Within the unstable region, a large number of eigenvalues of c have been com- 
puted, and from this data the maximum growth rates for given J can be deduced 
by interpolation. Figure 1 shows the neutral curve and the curve of maximum 
growth. The unstable waves that one would expect to see in an experimental 
situation are those with the fastest growth rate, for given J .  

I 

0.2 

J 

0.1 

0.25 0.5 0.75 1 .o 
U 

FIGURE 1. Stability boundary and curve of maximum growth rate for 
‘tanh’ profiles, with growth rates marked. 

A convenient way of presenting eigenfunctions, which brings out their struc- 
ture more clearly, is to draw displacements of initially horizontal lines in the 
flow, after some arbitrary time, chosen so that the amplitudes are not so large as 
to completely vitiate infinitesimal theory. The dimensionless displacement at  
any point is given by 

and is easily computed from 4. Figure 2 is a picture of such displacements; the 
lines are initially equally spaced. They may be thought of as dye lines in the fluid, 
or as constant density surfaces, noting that the difference in density between 
pairs of line varies from pair to pair. The area shown covers one and a quarter 
wavelengths in the x direction, and, in the y direction, that part of the flow which 
contains the major part of the disturbance. The velocity profile is shown for 

(3.1) ) )  
exp {ia(x - ct))  

d(x, y )  = Re [ ’(’) 
N Y )  --c 

Miles/Howard 1961
Ri < 1/4 somewhere



• Re=6000, Ri(0)=0.16: How does                vary?     flares,     burns 

Overturning memory: Goldilocks mixing?
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• Very high values: maximum generically when                               early in turbulent life cycle

•                  maximum because both     and        maximum at  

• Overturning: layer scale of stratified turbulence? Optimal if  precisely at top of unaffected range

Optimal Goldilocks Mixing 
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Figure 2. Reb dependence of Γ, comparing the young and mature
mixing events obtained from oceanic measurements of Smyth et al.
[2001] (see Moum [1996] and Lien et al. [1995] for source of data)
and an extensive suite of DNS analyses associated with the growth,
turbulent breakdown, and decay of a Kelvin-Helmholtz instability
(i.e., KH-ansatz) taken from Salehipour and Peltier [2015]. The
histograms on both abscissa and ordinate illustrate the distribution
of these mixing events in field observations. The DNS data sets are
also binned for clarity of presentation.

mature stage have been employed by
Salehipour et al. [2016a] to develop a
parameterization that depends on other
parameters in addition to Reb.

It should be noted that the young over-
turns may be as important as the mature
fully turbulent flows in their contribution
to the overall diapycnal mixing. However,
in contrast to the mature stage, whose
mixing properties appear to be indepen-
dent of the primary instability mechanism
[see Salehipour and Peltier, 2015], the
young overturns are inherently process
dependent [Salehipour et al., 2016b]. For
this reason, and as in Salehipour et al.
[2016a], we will employ the mature stage
of the KH-ansatz as our idealized repre-
sentation of oceanic turbulence. Although
the contribution of young overturns is dif-
ficult to quantify, there is little doubt that
its inclusion would increase the mixing
efficiency (and hence Γ) of the ocean.

4. A Practical “Recipe” for
the Flux Coefficient in the
Deep Ocean

A more diverse set of observations as well
as DNS data sets derived from KH-ansatz

turbulence are employed in Figures 3a and 3b to illustrate the leading order variability of Γ with Reb. The
oceanic observations of Smyth et al. [2001] in Figure 3a are here a binned representation of the mature turbu-
lence in their data set obtained from two different expeditions that have been jointly shown in Figure 2. Taken
together, these panels reveal a nonmonotonic dependence of Γ on Reb: Γ ∝ Re0.5

b for Reb ≪ Re∗b where Re∗b
represents the peakΓ, and Γ ∝ Re− 0.5

b for Reb ≫ Re∗b. The former scaling limit in the range of small to intermedi-
ate Reb is consistent with previous observational, experimental, and numerical evidence as recently reviewed
by Bouffard and Boegman [2013], whose data, shown in the figure, are also dominated by mature turbulence.
For the right “flank” of the curve Γ(Reb), our data collectively support the scaling relation of Γ ∝ Re− 0.5

b as pre-
viously suggested based on DNS [Shih et al., 2005] and observations [Walter et al., 2014]. As a practical recipe
we may join these two scaling regimes through a Padé approximant in the form

Γ(Reb) =
2Γ∗

(
Reb

Re∗b

) 1
2

1 +
(

Reb

Re∗b

) , (3)

where Γ∗ is the maximum value of the flux coefficient at Reb = Re∗b.

The two dashed curves in Figures 3a and 3b illustrate this parameterization with (Re∗b,Γ
∗) = (100,0.2) and

(300,0.5) which enclose the upper and lower bounds on our collection of data and simulations in Figures 3a
and 3b. This variability is associated with variations in parameters other than Reb (for example, shear as rep-
resented by a bulk Richardson number; see the supporting information). The main goals of this study are
to (a) explore the global implications of the nonmonotonic dependence of Γ on Reb and (b) highlight the
implications of the uncertainty enclosed within these lower and upper bounds for the impact of mixing on
the MOC.

We note thatΓ cannot be fully parameterized in terms of Reb alone; it depends on other parameters [Mashayek
and Peltier, 2013; Mashayek et al., 2013a; Salehipour et al., 2015, 2016a]. Our choice here is for practical reasons
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• In stratified shear flows, can have either scouring or overturning 

• Woods et al (2010): Scouring has “sharp” interfaces and layers…

• Ocean is principally stratified with heat   

• High Pr: interfaces/maximum Ri at middle of shear layers:

• Flows have qualitatively different types of instability…how about turbulence/mixing? 

Scouring or Overturning?

weak: overturning strong: scouring

Pr =
⌫


⇠ O(10)
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GEFD 2006

Length scale ratio
• Small                     is useful: Miles-Howard may apply

• Velocity blue

•  Density red

•               green

• Large                     is not much use/no stability theorem

• Gases have O(1) Prandtl number…

• Water O(10) for heat, O(1000) for salt…
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FIGURE 7.

COL-www
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print

Contour plots of the spanwise vorticity (!y) evolution for simulation ‘K’ (a–c)
and simulation ‘H’ (d–f ) on the x–z plane at the spanwise midpoint of the computational
domain at t = t2d, t3d and t2d + 100, as defined in the text.

much more long-lived turbulence (figure 7ê at t3d). Furthermore, unlike KHI-induced 633

mixing that is obtained by overturning of the primary density interface, HWI appears 634

to mix the flow by ‘scouring’ either side of the primary density interface (figure 7f 635

at t2d + 100). We will focus more on these different mixing mechanisms and their 636

distinct spatial characteristics in the next section. 637

The vertical profiles associated with the horizontally averaged velocity, U(z, t) = 638

huixy, and density profiles, ⇢(z, t) = h⇢ixy, of simulations ‘H’ and ‘K’ are illustrated 639

in figure 8(a–c) for the same three characteristic times. Further useful information 640

regarding the temporal evolution of these profiles may be obtained by using the 641

generalised time-dependent forms of R(t), Rib(t), Rig(0, t) = RRib(t) and Re(t) as 642

defined in (2.29). These t̂ime-dependent quantities are shown in figure 8(d–g) and 643

ĉharacterise the evolving shear and density layers associated with KHI and HWI. 644

While the ratio R(t) remains ⇠1 for KHI, it decreases slightly from its initial value 645

of
p

Pr ⇠ 2.8 (see table 1) to ⇠2.2 for HWI. Although the overall thickness of the 646

shear and stratified layers, as characterised by `u and `⇢ (2.28), both increase in 647

time for both KHI and HWI (see the vertical profiles in figure 8â–c), the two scales 648

expand differently in the case of HWI. In particular, the overall expansion of the 649

density layer in HWI is greater than that of the shear layer (hence a decrease in R). 650

In addition, although both simulations ‘K’ and ‘H’ begin with identical initial values 651

of Rib = 0.16 and Re = 4000, the final values of these quantities differ noticeably. 652

Both Rib and Re become greater for KHI than HWI because the shear layer thickness 653

`u increases more significantly in the flow susceptible to KHI. 654

Next we consider quantitatively the energetics of simulations ‘H’ and ‘K’. In 655

figure 9(a) we plot the time dependence of K2d (solid curve) and K3d (dashed 656

curve), while in figure 9(b) we plot the time dependence of the change of the BPE 657

and APE energy reservoirs relative to their initial values (e.g. 1PB = P(t) � P0) 658

with the purely diffusive component subtracted for BPE. Note that 1PB = Mc + Dpt, 659

as shown in (2.22). The slower and oscillatory nature of the initial growth rate of the 660

HWI, and the smaller maximum amplitude of both the primary instability and the 661

ensuing turbulence by comparison with the KHI, are all apparent in figure 9(a). The 662

oscillations of K2d are also manifest in the time variations of R and Rig(0) in figure 8 663

and PA in figure 9(b). The oscillatory variations of PA are nevertheless directly out 664

of phase with K2d. This ânticorrelated time lag is due to the reversible exchanges 665
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�3.5

�3

�2.5

time
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z

z

Figure 1: The variation with time of the vertical structure of the horizontally-averaged
turbulent dissipation ✏0(z, t) (as defined in (1.3)) due to: (a) KHI and (b) HWI. Vertical
scales are non-dimensionalized with d, the initial shear layer half depth, while time is
non-dimensionalized with the advective time scale d/U0 where U0 = �U/2 is half the
velocity di↵erence across the shear layer (see 2.1). Only times subsequent to t2d (the
time when the spanwise-averaged perturbation is maximised) are plotted (see Salehipour
et al. (2015) for further details).

dissipation ✏0(z, t) is illustrated in this figure, where ✏0(z, t) is defined as

✏0(z, t) = 2⌫s0
ij
s0
ij
, (1.3)

in which ⌫ is the kinematic viscosity, s0
ij

=
�
@u

0
i
/@xj + @u

0
j
/@xi

�
/2 is the disturbance

strain rate tensor and u0 = (u0
, v

0
, w

0) represents the perturbation (away from the
horizontally-averaged mean) velocity field. The relatively slow evolution of HWI, driven
by localized scouring motions that leads to a long-lived turbulent state might be con-
trasted with the relatively sudden burst of KHI into turbulence. This key characteristic
of HWI is in accord with that required for a complex system to be self-organized towards
a critical point, and thus we may conjecture a priori that flows unstable to HWI, rather
than to KHI, are conceivably candidate flows that might support SOC.

The goal of the present paper is to investigate the validity of this conjecture especially
in connection to the earlier ideas for ‘strongly stratified’ flows envisioned by Turner. A
related fundamental question is whether the omnipresent proximity of the mean turbulent
flow characteristics to a critical value of Rig ⇠ 1/4 is fortuitous (as postulated by Zhou
et al. (2017)) or perhaps speaks to a more universal behavior that is inherently connected
to internal regulation of the flow dynamics. A key concept is that the classification of
a flow as being ‘strongly stratified’ must be done with great care, as we find that flows
with relatively large values of Rib can still have Rig ⇠ 1/4 over much of the shear layer
while the flow is turbulent. Therefore, while globally the flow might be thought to be
strongly stratified, locally the stratification is not su�ciently strong to suppress vigorous
turbulence, and indeed as we will demonstrate the flow locally self-organizes to a critical
stratification such that Rig ⇠ 1/4.

Thus, we seek herein to investigate quantitatively whether SOC emerges under strongly

KHI:  flares
& overturns

HWI:  burns
& scours

Scouring not really diffusive process at all… 



• Shear flows become turbulent: horizontally average velocity & density: 

• HWI (not KHI) has PDF strongly peaked generically 

Is Holmboe-induced turbulence different? (Salehipour 2018)
Rig(z, t) =

� g
⇢a

@⇢
@z

�
@u
@z

�2 =
N2(z, t)

[S(z, t)]2
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Figure 4: The variation with time t and vertical coordinate z of Rig(z, t) for case R5-
J032. For reference, the upper and lower extents of the integral length scales `u (dashed
black lines) and `⇢ (magenta lines) are also plotted.

Figure 5: (a) The probability density function of Rig(z, t) for t > t3d for each HWI
case, plotted with di↵erent line types as listed in the legend. (b) The probability density
function of Rig(z, t) for t > t3d, aggregated from all HWI cases combined.

Dp is the molecular dissipation rate) have been excluded from our analysis, thus virtually
completely eliminating a trivial peak in the PDF at Rig = 0, associated with unstratified,
non-turbulent regions.

As shown in figure 4, Rig(z, t) has a complex spatiotemporal structure, and hence it is
unclear whether the interfacial value of Rig (i.e. Rig(0, t)), that initially represents the
maximum (for all z) of Rig(z, t = 0) for flows susceptible to HWI, is an adequate diag-
nostic parameter to characterize the induced turbulent mixing. In particular, classifying
the stratification as being ‘strong’ or not based on this specific value seems potentially
misleading. However, the PDF of Rig(z, t) (for all z, and for su�ciently large t > t3d

so that the flow may be characterized as being turbulent) in figure 5 demonstrates a
striking characteristic distribution in which the vast majority of local Rig values lie in
the proximity of Rig ⇠ 0.2 � 0.25, implying that a large proportion of these turbulent
flows share similar mean flow characteristics. Indeed, this observed characteristic feature
appears to be a robust property of HWI-induced turbulence irrespective of the initial
density and shear layer depths or the bulk stratification and is at least somewhat
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unclear whether the interfacial value of Rig (i.e. Rig(0, t)), that initially represents the
maximum (for all z) of Rig(z, t = 0) for flows susceptible to HWI, is an adequate diag-
nostic parameter to characterize the induced turbulent mixing. In particular, classifying
the stratification as being ‘strong’ or not based on this specific value seems potentially
misleading. However, the PDF of Rig(z, t) (for all z, and for su�ciently large t > t3d

so that the flow may be characterized as being turbulent) in figure 5 demonstrates a
striking characteristic distribution in which the vast majority of local Rig values lie in
the proximity of Rig ⇠ 0.2 � 0.25, implying that a large proportion of these turbulent
flows share similar mean flow characteristics. Indeed, this observed characteristic feature
appears to be a robust property of HWI-induced turbulence irrespective of the initial
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Figure 12: Probability density functions for Rig for a typical ‘critical’ case of HWI-
induced turbulence (case R10-J016); for a supercritical case of KHI-induced turbulence
(the flow susceptible to KHI listed in table 1); and for a subcritical case of KHI-induced
turbulence, corresponding to a flow with Rib = 0.04 and the same other parameters as
the other two cases, previously described in Salehipour & Peltier (2015) (see their table
1).
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Figure 8: Variation with time of the cumulative quantities associated with the partitioning
of stratified turbulence energy as defined in (3.4): (a) cumulative mixing e�ciency Ec(t),
as defined in (3.8); and (b) cumulative turbulent flux coe�cient �c(t), as defined in
(3.9), for the eight cases associated with HWI-induced turbulence (solid lines) and the
case associated with KHI-induced turbulence (dashed line) as listed in table 1. Horizontal
dashed lines correspond to the upper bound proposed by Osborn (1980) such that �c =
0.2, and hence Ec = 1/6.

In general, we can define a cumulative mixing e�ciency Ec(t) for all t 2 [0, ⌧ ] as

Ec(t) =
Mc(t)

Mc(t) +Dc(t)
, (3.8)

following Caulfield & Peltier (2000). Obviously, Ec(⌧) = eE . One may also equivalently
define �c(t) as the cumulative turbulent flux coe�cient,

�c(t) =
Mc(t)

Dc(t)
=

Ec(t)
1� Ec(t)

. (3.9)

Figure 8 plots the time evolution of Ec(t) and �c(t) for all the cases with HWI-induced
turbulence (solid curves) and the single case with KHI-induced turbulence (dashed curve)
as listed in table 1. For comparison, the canonical values of mixing e�ciency and flux
coe�cient commonly employed by oceanographers and proposed as an upper bound by
Osborn (1980), i.e. Ec = 1/6 or �c = 0.2, are also shown by dashed lines in figures 8(a,b).
It is quite startling to observe that for all HWI-induced turbulence cases, irrespective

of the initial conditions of scale ratio R and bulk Richardson number Rib, the cumulative
mixing e�ciency approaches a life-cycle-averaged value of Ec(⌧) ⇠ 1/6, implying that the
turbulent flux coe�cient tends to the upper bound value �c(⌧) ⇠ 0.2 proposed by Osborn
(1980). This generic behavior of HWI-induced turbulence must be contrasted with that

KHI

HWI

Self-Organised Criticality?

Bak et al (1987) Hesse & Gross (2014)



• Why should marginal linear stability  be relevant to such a turbulent flow? 

• Is               just a property of quasi-steady high Re turbulence with            ?  

• Suggestive evidence from stratified plane Couette flow (M-O constant flux layers) that 

•  Velocity and density couple: unique value of Ri:             until turbulence can no longer be sustained 

• Mixing is essentially passive: “left flank” with memory: can still support layers (Zhou et al 2017b) 

• Turbulence switches off as boundary layers stabilised…fundamentally boundary forced… 

Issues…(though see Kaminski et al. 2019…)

� ⇠ 0.2
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SMYTH AND MOUM: MARGINAL INSTABILITY AND TURBULENCE

Figure 1. Hourly averaged currents (a) U and V, (b) squared shear S2 and buoyancy frequency N 2, and (c) Richardson
number Ri. In Figure 1a, “EUC” indicates the depth of the equatorial undercurrent. Measurements were made over 7 days
in boreal fall, 2008. Each filled curve represents the middle 50% of hourly averages. Dashed lines indicate zero current in
Figure 1a; Ri = 1

4 in Figure 1c. (d) At the right is the time-depth dependence of the turbulent kinetic energy dissipation rate,
! [Moum and Rippeth, 2008], over the same period. Vertical white bands indicate data gaps. The solid curve is the base of
the SML, defined by a density change of 0.01 kg m–3 from the surface.

extending for many tens of meters below the SML base
(Figure 1d) while retaining the diurnal imprint of the sur-
face forcing. Most observations of the DC to date have
been made in the eastern Pacific cold tongue. Observa-
tions in the Atlantic cold tongue have shown a simi-
lar enhancement of turbulence below the SML [Hummels
et al., 2013], though the diurnal cycle is less clearly defined,
possibly due to insufficient temporal resolution in the data.

[8] Of particular importance here is the uniformity of Ri
over much of the DC layer, with a typical value in the neigh-
borhood of 1

4 . The value Ri = 1
4 (Figure 1c) arises in several

contexts. For example, modal instabilities that drive a
stratified, parallel shear flow toward the turbulent state exist
only if the minimum Ri is less than 1

4 [Miles, 1961]. Fully-
developed, homogeneous turbulence in a mean flow with
uniform S2 and N 2 grows if Ri < 1

4 , decays if Ri > 1
4 , and

reaches equilibrium if Ri = 1
4 [Rohr et al., 1988]. Ri ! 1

4 is
therefore a natural equilibrium state for strong turbulence in
stratified shear flow.

[9] MI exists when, over a spatially and temporally
extended region, the mean flow is close to a boundary in
parameter space between disturbance growth and decay.
Ri = 1

4 is a familiar approximation for this boundary, and
we use it freely with the awareness that the true boundary
can depend on other factors such as Reynolds number and
ambient turbulence levels [e.g., Rohr et al., 1988; Shih et al.,
2000; Thorpe and Liu, 2009; Thorpe et al., 2013]. Also,
while Ri = 1

4 is the critical state for the initiation of shear
instability, the resulting turbulence persists up to a higher
Ri value, typically near 1

3 [Thorpe, 1973; Smyth and Moum,
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Figure 2. Distribution of Ri below the SML from highly
resolved ADCP and microstructure profiler observations
made in fall 2008 at 0ıN–140ıW (as in Figure 1c). Statistics
are computed in the layer –70 m < z < –20 m. The vertical
derivatives, currents, and density that form Ri are computed
as centered differences with various spacings as specified
in the legend. The vertical line indicates Ri = 1

4 . The peak
at Ri = 1

4 is independent of resolution, but finer resolution
reveals increased incidence of Ri < 1

4 .
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FIGURE 18. Summary of the direct numerical simulations (circles) and predictions of the
intermittency boundary given by the Monin–Obukhov theory (solid black line) and the
EAM (dashed grey line). The symbols are coloured by the turbulent fraction � , ranging
from blue (laminar) to red (fully turbulent). Triangles representing simulations that fully
relaminarised are also shown for reference.

found for Ri > 0.2 for the Re considered here. At the largest Re we have considered,
Re = 2.8 ⇥ 105, a value of Ri = 0.175 already leads to intermittency, with a significant
portion of the flow being laminar.

Intermittency first appears in the form of laminar spots which grow and decay
within the flow. As Ri increases, these regions grow larger and turbulent bands span
the entire domain, similar to the behaviour reported by Brethouwer et al. (2012).
The dynamics of the laminar/turbulent patches show remarkably different features
depending on Re. At low Re, viscously driven intermittency is characterised by
laminar and turbulent regions which fill the entire channel gap and align horizontally
along inclined bands, similar to the behaviour that has been previously reported in
unstratified PCF. On the other hand, at high Re and Ri, buoyancy-driven intermittency
leads to inhomogeneity in the vertical direction with an interplay of turbulent and
laminar layers. At high Re, we find the layers to be homogeneous in the streamwise
direction, although the size and structure of these layers might be affected and
constrained by the size of the computational domain. Further investigation is needed
in order to address the effect of the size of the computational domain on the laminar
and turbulent structures.

The smallest turbulent fraction is generally found at the walls where the relaminari-
sation process of PCF is most likely to initiate. We argue that the wall dynamics
in PCF is particularly important as it determines the amount of energy injected into
the system and the vertical momentum flux. Based on this observation, we have
developed a method for identifying laminar and turbulent regions based on local
variations of wall enstrophy and we have estimated the intermittency as the fraction
� of the total wall area that is turbulent. One of our major findings is that � depends
only on L+ when Re is sufficiently high, i.e. Re⌧ > 100. This value can be used to
determine the onset of intermittency as suggested by Flores & Riley (2010), allowing
the identification of the intermittency boundary. We find continuously statistically
steady turbulent states only when L+ > 200. For L+ < 200, � quickly decreases,
thus suggesting L+ ⇡ 200 as the criterion separating fully developed turbulence and
intermittent flows for buoyancy-driven intermittency. Although we have not attempted
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FIGURE 7. DNS verification of the Monin–Obukhov scalings (5.1), (5.3), (5.4) and (5.7).
(a) Equilibrium gradient Richardson number Rig|y=0 at midgap, as a function of length
scale ratio h/L. (b) Buoyancy Reynolds number Reb as a function of length scale ratio L+.
Reb values are computed pointwise in y for the channel gap interior with y+ > 50. (c) Flux
Richardson number Rif ⌘ �B/P as a function of gradient Richardson number Rig. Rif and
Rig values are computed pointwise in y in the channel gap interior with y+ > 50. Symbol
types are the same as (b). (d) Turbulent Froude number Frh as a function of midgap
gradient Richardson number Rig. Frh is estimated as "/(Nu2

⌧ ), where " and N are sampled
at midgap y = 0. Symbol types are the same as in (a). The dashed line corresponds to
Frh = 0.95Ri�1/2

g , the least-squares fit to the scaling (5.7). In (a,d), the fill colours of the
circles (corresponding to simulations with Pr = 0.7) are made darker for larger values
of Re.

5.1. Equilibrium Richardson number
We first revisit the midgap gradient Richardson number Rig|y=0 for fully developed
stationary (equilibrium) stratified plane Couette flows as prescribed by Monin–
Obukhov scaling. The concept of just such a characteristic equilibrium Rig value
was discussed by Turner (1973) in the context of constant flux layers. There also
exists a large body of literature considering the ‘stationary Richardson number’ in
homogeneous sheared stratified turbulence, e.g. see Shih et al. (2000), where the
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FIGURE 16. (a) Comparison between numerical simulations (——) and the analytical
model (- - - -) defined in (6.5) and (6.6). The three profiles correspond to hui velocity
profiles for the simulations 6, 11 and 13, shown in figure 3. (b) Percentage errors in
the estimation of L+ using the Monin–Obukhov model, as defined in (6.9). The symbols
represent all of the simulations given in table 1 and are coloured by the turbulent fraction
� , ranging from blue (laminar) to red (fully turbulent).

simulations, as shown by the empirically observed scaling RiG
f ⇠ Ri. Equations (6.5)

and (6.6) can be rearranged to provide expressions relating Re⌧ , Re, L and Ri, i.e.

Re = Re⌧

C

✓
log Re⌧ + �

Re⌧

L+ + C1

◆
(6.7)

and

Ri = h
L

PrT log Re⌧ + �
Re⌧

L+ + C2

✓
log Re⌧ + �

Re⌧

L+ + C1

◆2 , (6.8)

from which the value of L+ can be estimated. Here, we set � = 4.8, PrT = 0.7 and
C1 = C2 = 5.5 in (6.7) and (6.8), similar to the values suggested by Wyngaard (2010)
and consistent with our simulations, indicating a PrT slightly smaller than unity.

Figure 16(a) shows a comparison between the velocity profiles from the numerical
simulations (already presented in figure 3) and the predictions provided by the
Monin–Obukhov theory. Despite its simplicity, we observe a reasonable agreement,
particularly in the core region of the flow. On the other hand, the agreement close to
the walls is less good (especially for the unstratified simulation 6 for which Re may
well be too small to allow the development of a proper logarithmic layer), resulting
in an error in the prediction of Re⌧ and L+. In figure 16(b) we plot the percentage
error difference,

|L+
DNS � L+

M|
L+

DNS
%, (6.9)

between the value obtained from the numerical simulations, L+
DNS, and the estimated

value of the model using (6.7) and (6.8), L+
M. It is worth noting that the error in the

prediction of L+ tends to be larger when intermittency appears in the flow. In fully
developed turbulent regimes the predicted value of L+ is within a relative error of
20–40 %, which we believe is acceptable.
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Magnitude of 
irreversible
buoyancy

FIGURE 1. A schematic representation of the functional dependence of the irreversible
buoyancy flux �d in terms of the buoyancy gradient N2

⇤
, i.e. Phillip’s flux-gradient curve.

The definitions of �d and N2
⇤

are discussed further in § 3. The shaded portion corresponds
to the regime in which the flux decreases with the gradient, i.e. the ‘right flank’ of the
curve, and the unshaded portion corresponds to the ‘left flank’. The asymptotic properties
at sufficiently high buoyancy gradient are deliberately left open.

(ii) Does the molecular diffusivity of the fluid affect the overall mixing properties of
the system? In particular, how does the mixing efficiency in the layered system
compare to recent numerical results obtained in other flow configurations, e.g.
those studied by Maffioli, Brethouwer & Lindborg (2016) and Salehipour et al.
(2016b)?

(iii) Does there exist a self-sustaining mechanism which can act to keep the interface
sharp and maintain the layered structure?

(iv) If so, what are the ingredients of the mechanism, and is it possible to relate the
self-sharpening process to vertical variations in the mixing properties, analogously
to Phillips’ argument?

It is well known that interfacial internal waves are important dynamical features
associated with strongly stratified density interfaces. These waves may contribute,
along with other relatively large-scale stirring processes, to the reversible component
of buoyancy flux, thus introducing ambiguity to inferences of mixing from the
conventional definition of buoyancy flux, i.e. the correlation between density and
vertical velocity fluctuations (see e.g. the detailed discussion by Venayagamoorthy
& Koseff 2016). A rigorous framework concerning the potential energy balance
in a control volume was developed by Winters et al. (1995) and employed for
analysing the bulk properties (such as mixing efficiency) of mixing layers, e.g. by
Caulfield & Peltier (2000). A variant of the above formalism involves a tracer-based
reference ‘vertical’ coordinate which was formulated by Nakamura (1996) and
Winters & D’Asaro (1996), which has been used, for example, to quantify mixing
in idealised two-dimensional flows (Nakamura 1996; Shuckburgh & Haynes 2003)
and in large-scale geophysical situations (Marshall et al. 2006). In this paper, we
use the formulation introduced by Nakamura (1996) and Winters & D’Asaro (1996)
to examine the structural details of fluxes and diffusivities as they vary in the
tracer-based coordinate, here employed to describe three-dimensional DNS data.
As will be shown, this approach provides a useful framework for analysing the
irreversible mixing, as well as the sharpening or maintenance of a density interface.

The rest of the paper is structured as follows. In § 2 we describe the numerical
simulations of the layered stratified plane Couette flows and present qualitative
observations on the time evolution of an originally sharp density interface. In § 3
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• Stratify Taylor-Couette in the vertical: Horizontal (boundary) forcing

• Outer cylinder 24.7cm; inner: 5,10,15 cm; 

• Concentrate on stationary outer cylinder: 

• Close to constant angular momentum: inherently 3D from start…

• Spontaneous layer formation, even though there is no fixed scale 

• Is layering generic, and what role do interface/layer systems play?

•  “Zig-zag” instability of Billant/Chomaz: horizontal shear/vertical vorticity

(Vertically) Stratified Taylor-Couette Flow

2.2. EXPERIMENTAL APPARATUS CHAPTER 2.

Figure 2.1: Diagram of a typical setup of a Taylor-Couette experiment with a typical
initial density profile.

exactly the same and because the tank can move before each experiment, calibration is
an essential stage to insure the accuracy of our experimental results. The calibration
is done before each experiment using up to five samples of different salinity. A typical
calibration curve is shown in 2.2. The noise in the conductivity probe is less than 1% and
we neglect the effect of temperature variation due to the variation in ambient temperature
and consider that conductivity vary slowly with temperature. The temperature in the
tank typically changes by 1− 2◦C over an experiment, which corresponds to a change in
density of up to 0.5 kg/m3. However, since the density in each layer varies by at least
20 kg/m3 over an experiment, we neglect the effect of temperature variation due to the
variation in ambient temperature.

The density profile is only measured at a specific radial and azimuthal location dur-
ing each experiment. We also assume that the profiles are the same over the horizontal
area of the annulus. We can easily verify this assumption both by visual observation
during the experiment (the interface remains sharp during the time of the experiment)
and by moving the probe to different radial locations during some experiments. Con-
cerning data acquisition, we only use data from the downwards moving profile, since
the probe measures its own wake while it is moving upwards, and this gives one profile

9

⌘ =
Ri

R0
= 0.208, 0.417, 0.625
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Re =
⌦RO(RO � Ri)

⌫
> 104

<latexit sha1_base64="9uRXS10NwkrL36u5sM5Tz5pcA68=">AAACmnicbVFtaxNBEN6cb7W+pfpRPyyGQoo13ElBvyhFxSoWWtOmKeTiMbeZS5fs7h27c9Jw5Ef4a/yqP8N/416aQpM6sMvD88zM7jyTFko6CsO/jeDGzVu376zdXb93/8HDR82NxycuL63AnshVbk9TcKikwR5JUnhaWASdKuynkw+13v+B1sncHNO0wKGGsZGZFECeSpovuviWx5kFUcUHGsfAu8kBb/vrZTeRW7MqNuWMv+NR+H0nabbCTjgPfh1EC9BiizhMNhr9eJSLUqMhocC5QRQWNKzAkhQKZ+tx6bAAMYExDjw0oNENq/lUM77pmRHPcuuPIT5nr1ZUoJ2b6tRnaqAzt6rV5P+0QUnZm2ElTVESGnHxUFYqTjmvLeIjaVGQmnoAwkr/Vy7OwFtE3silV+a9CxRLk1TnpZEiH+EKq+icLHjSIWmQpp6q2pNK8SMw7pL3DWuh/VGOJbntfb8ns71nESdbV5L9KqJV46+Dk1edKOxE33Zau58WS1ljT9lz1mYRe8122Wd2yHpMsJ/sF/vN/gTPgvfBl+DrRWrQWNQ8YUsRHP8D/FHNZw==</latexit><latexit sha1_base64="9uRXS10NwkrL36u5sM5Tz5pcA68=">AAACmnicbVFtaxNBEN6cb7W+pfpRPyyGQoo13ElBvyhFxSoWWtOmKeTiMbeZS5fs7h27c9Jw5Ef4a/yqP8N/416aQpM6sMvD88zM7jyTFko6CsO/jeDGzVu376zdXb93/8HDR82NxycuL63AnshVbk9TcKikwR5JUnhaWASdKuynkw+13v+B1sncHNO0wKGGsZGZFECeSpovuviWx5kFUcUHGsfAu8kBb/vrZTeRW7MqNuWMv+NR+H0nabbCTjgPfh1EC9BiizhMNhr9eJSLUqMhocC5QRQWNKzAkhQKZ+tx6bAAMYExDjw0oNENq/lUM77pmRHPcuuPIT5nr1ZUoJ2b6tRnaqAzt6rV5P+0QUnZm2ElTVESGnHxUFYqTjmvLeIjaVGQmnoAwkr/Vy7OwFtE3silV+a9CxRLk1TnpZEiH+EKq+icLHjSIWmQpp6q2pNK8SMw7pL3DWuh/VGOJbntfb8ns71nESdbV5L9KqJV46+Dk1edKOxE33Zau58WS1ljT9lz1mYRe8122Wd2yHpMsJ/sF/vN/gTPgvfBl+DrRWrQWNQ8YUsRHP8D/FHNZw==</latexit><latexit sha1_base64="9uRXS10NwkrL36u5sM5Tz5pcA68=">AAACmnicbVFtaxNBEN6cb7W+pfpRPyyGQoo13ElBvyhFxSoWWtOmKeTiMbeZS5fs7h27c9Jw5Ef4a/yqP8N/416aQpM6sMvD88zM7jyTFko6CsO/jeDGzVu376zdXb93/8HDR82NxycuL63AnshVbk9TcKikwR5JUnhaWASdKuynkw+13v+B1sncHNO0wKGGsZGZFECeSpovuviWx5kFUcUHGsfAu8kBb/vrZTeRW7MqNuWMv+NR+H0nabbCTjgPfh1EC9BiizhMNhr9eJSLUqMhocC5QRQWNKzAkhQKZ+tx6bAAMYExDjw0oNENq/lUM77pmRHPcuuPIT5nr1ZUoJ2b6tRnaqAzt6rV5P+0QUnZm2ElTVESGnHxUFYqTjmvLeIjaVGQmnoAwkr/Vy7OwFtE3silV+a9CxRLk1TnpZEiH+EKq+icLHjSIWmQpp6q2pNK8SMw7pL3DWuh/VGOJbntfb8ns71nESdbV5L9KqJV46+Dk1edKOxE33Zau58WS1ljT9lz1mYRe8122Wd2yHpMsJ/sF/vN/gTPgvfBl+DrRWrQWNQ8YUsRHP8D/FHNZw==</latexit><latexit sha1_base64="9uRXS10NwkrL36u5sM5Tz5pcA68=">AAACmnicbVFtaxNBEN6cb7W+pfpRPyyGQoo13ElBvyhFxSoWWtOmKeTiMbeZS5fs7h27c9Jw5Ef4a/yqP8N/416aQpM6sMvD88zM7jyTFko6CsO/jeDGzVu376zdXb93/8HDR82NxycuL63AnshVbk9TcKikwR5JUnhaWASdKuynkw+13v+B1sncHNO0wKGGsZGZFECeSpovuviWx5kFUcUHGsfAu8kBb/vrZTeRW7MqNuWMv+NR+H0nabbCTjgPfh1EC9BiizhMNhr9eJSLUqMhocC5QRQWNKzAkhQKZ+tx6bAAMYExDjw0oNENq/lUM77pmRHPcuuPIT5nr1ZUoJ2b6tRnaqAzt6rV5P+0QUnZm2ElTVESGnHxUFYqTjmvLeIjaVGQmnoAwkr/Vy7OwFtE3silV+a9CxRLk1TnpZEiH+EKq+icLHjSIWmQpp6q2pNK8SMw7pL3DWuh/VGOJbntfb8ns71nESdbV5L9KqJV46+Dk1edKOxE33Zau58WS1ljT9lz1mYRe8122Wd2yHpMsJ/sF/vN/gTPgvfBl+DrRWrQWNQ8YUsRHP8D/FHNZw==</latexit>

100 120 140 160 180 200 220 240
Radial Distance

0.2

0.4

0.6

0.8

1

U
θ
r/Ω

R
12

100 120 140 160 180 200 220 240
Radial Distance

0.1

0.2

0.3

0.4

U
θ
/Ω

R
1

.43*Ω*R1
2/r

100 120 140 160 180 200 220 240
Radial Distance

0.2

0.4

0.6

0.8

1

U
θ
r/Ω

R
12

100 120 140 160 180 200 220 240
Radial Distance

0.1

0.2

0.3

0.4

U
θ
/Ω

R
1

.43*Ω*R1
2/r

0 0.5 1
−0.5

0

0.5

(ρ− ρmin)/∆ρ0

z/
H

0 0.5 1
−0.5

0

0.5

(ρ− ρmin)/∆ρ0

0 0.5 1
−0.5

0

0.5

(ρ− ρmin)/∆ρ0

Figure 3.2: Three density profiles from an initially linear stratification, at (a)
Ωt = 0, (b) Ωt = 5 × 103, (c) Ωt = 104. R1 = 10 cm, N0 = 1.77 s−1, Ω =
0.73 rad/s.

Taylor number for instability (Roberts, 1965), see section 1.2.3. As for the two-

layer experiments (see chapter 2), these Re and Ta are sufficiently high that the

flow is fully turbulent in all the experiments (Lewis and Swinney, 1999).

3.3 Observations

Consistently with the previous experiments in other geometries mentioned in

section 3.1, we find that an ILS experiment spontaneously forms into layers sep-

arated by sharp interfaces. Figure 3.2 shows three density profiles from an ILS

experiment. Initially, the density profile is a linear stratification, shown in figure

3.2(a), and by time Ωt = 5 × 103 the stratification has formed into a series of

layers and interfaces, shown in figure 3.2(b). The layers appear to be well-mixed

and to have a characteristic height, hl. Between figures 3.2(b) and 3.2(c), the

layers appear to remain approximately the same height and the density of the

interior layers remains approximately constant, while the density of the upper

layer increases and the density of the lower layer decreases, which suggests that

the buoyancy flux through each interface is the same.

Figure 3.3 shows the evolution of the vertical density profiles over time for

three different ILS experiments. The interfaces, which are identified as local
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• Directly measured vertical flux of salt/buoyancy follows universal flux law: (Oglethorpe et al 2013)

• Non-monotonicity consistent with Phillips 1972:

Universal Flux Law & the Phillips Mechanism?

FFDC Turbulence primer: Mixing efficiency 
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Low stability: 
x High flux where high gradient 
x Low flux where low gradient 

o interfaces smoothed out 

 

High stability: 
x Low flux where high gradient 
x High flux where low gradient 

o interfaces produced o layered density structure 

• Initially observed by Guyez et al 2006
• Layers very long-lived…
•Mixing independent of structure
• Focus on one interface
• Intermittent: strong/weak turbulence
•  Both strong & weak stratification
• (Generic) role in mixing?
•Are curves showing intermittency?

Time



• Can force uniformly sheared and stratified flow to be statistically steady (with up to       gridpoints) 

• Choose    ; choose   ; fix S and vary g so that flow is steady:             emerge as consequence 

• Emergent quantities have fixed 

Forced statistically steady flow: Osborn regime? 
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3

SIMULATIONS

The incompressible Navier-Stokes equations are con-
sidered, subject to the nonhydrostatic Boussinesq ap-
proximation and coupled with equations for continuity
and buoyancy transport. A turbulent decomposition is
performed relative to a mean buoyancy gradient and a
mean streamwise velocity gradient, both in the verti-
cal direction, as defined first by Rogallo [27] [see also
21, 22, 27, 28]. We implement the system with the same
Fourier pseudo-spectral scheme described by [26, 29], ex-
cept that the additional shear term is handled by an
integration factor following Brucker et al. [30], Chung
and Matheou [31] and Sekimoto et al. [32]. In the con-
tinuous S-HSST configuration, the fluctuating quantities
relative to the time-constant planar means are homoge-
neous. The time-discrete problem is not inherently ho-
mogeneous [see 31, for more details] but is solved using a
mimetic numerical method that preserves the homogene-
ity inherent in the continuous equations.

To ensure stationarity, we tune the flow, somewhat
similarly to the ‘choking’ used by Chung and Matheou
[31]. Our tuning has three steps. First, for all simula-
tions, we choose a target value of turbulent kinetic energy
Et. Second, we choose a value of ⌫ for each di↵erent simu-
lation. Third, we fix the mean density and streamwise ve-
locity gradients and then actively control the Richardson
number by varying g [c.f. 33] using a mass-spring-damper
control system with damping on the shear timescale:

c0Ri
0(t) + 2↵!Ẽ0

k
(t) + !

2(Ẽk(t)� 1) = 0 (3)

where the prime notation denotes a temporal deriva-
tive, Ẽk(t) ⌘ Ek/Et is the normalized turbulent ki-
netic energy, ! is the characteristic frequency of oscil-
lation and ↵ is a dimensionless damping factor. The
control system has been derived by assuming that the
kinetic energy follows a second order linear system [e.g.
34], and then by applying the first-order approximation
E

0
k
(t) ⇡ c(Ri(t)� Ric) such that E00

k
(t) ⇡ c0Ri

0(t) where
the parameter c0 ⇡ �1 is observed in Jacobitz et al. [22].
The characteristic frequency is determined by the shear
because the turbulent time scale is empirically correlated
with the shear time scale. A critical damping coe�cient
↵ = 1.5 works well.

Crucially, following this procedure, Ri ⇡ 0.16 emerges
without presupposition for all our cases, as shown in
the table I along with other emergent parameters; flow
statistics are averaged over a period of St ⇡ 100 unless
noted otherwise. Furthermore, the dissipation rate ✏ also
‘tunes’ such that Fr ⇡ 0.5. As the dissipation rate is an
emergent quantity, the smallest length scales are resolved
by adjusting the resolution such that kmaxLK ⇡ 2, where
kmax is the largest Fourier domain wavenumber. We also
found it necessary to use a relatively large domain with
Lx/Ly = 2, Lx/Lz = 4 and Lx/LE ⇡ 40, where Lx, Ly,

Case Gn Ri Fr Nx

SHSST-R1 36 0.163 0.46 1024

R2 48 0.159 0.47 1280

R3 59 0.162 0.48 1536

R4 81 0.154 0.50 1792

R5 110 0.155 0.52 2048

R6 160 0.157 0.48 3072

R7 240 0.156 0.48 4096

R8 390 0.146 0.46 6144

R9 550 0.163 0.45 8192

R10 900 0.152 0.42 9600

TABLE I. Simulation parameters. Nx is the number of grid
points in the x-direction and the grid spacing is isotropic.

and Lz are the dimensions of the domain, in order to
support the anisotropic large scales of the flow.
This methodology allows a wide range of Gn to be ac-

cessed. We note that the case SHSST-R1 corresponds
to the lowest Gn for which stationarity could be main-
tained, near the threshold for active turbulence proposed
by Gibson [35] and others [e.g. 19, 23].

RESULTS AND DISCUSSION

Energetics

We stress that, although Et and ⌫ are selected, and
N is ‘tuned’ so that Ek ⇡ Et, the parameters Ri, Fr
and Gn emerge from the simulations, as do the structure
of the turbulence and the energetic partitioning between
kinetic energy and potential energy. The two specific en-
ergy partitions we consider are the ratio of the potential
energy to kinetic energy, RPK ⌘ Ep/Ek, and the ratio
of the potential energy to the kinetic energy of vertical
motion, RPV ⌘ Ep/Ev where the energies are defined as:

Ev ⌘ 1

2
hw2i and Ep ⌘ 1

2

⌧
g
2
/⇢

2
0

N2
⇢
2

�
.

Energy-partitioning is a critical component to mixing
models wherein Reynolds number, or Gn, dependence is
often omitted and the mixing is assumed to be a function
of Ri [36–38]. Furthermore, in ‘strongly’ stratified tur-
bulent flow, Billant and Chomaz [39] suggest that there
should be approximate equipartition between potential
and kinetic energy, i.e. RPK ⇡ 1, an assumption also
used by Lindborg [40]. It is illustrated in figure 1 that
this basic assumption of equipartition is not appropri-
ate. Perhaps more interesting, the energy ratios decrease
by a factor of two relative to the lowest Gn case until
Gn ⇡ 300, after which the energy ratios appear to re-
main constant. Anisotropy at relatively low Gn explains

Fr ⌘ E
NK
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5

FIG. 2. Instantaneous measurements of small-scale anisotropy, where the dashed line represents perfect isotropy at the small
scales.

CONCLUSIONS

We have used a canonical controlled flow to evalu-
ate the isolated e↵ects of high dynamic range in sheared
stratified turbulent flow. The energy partitioning varies
non-trivially where Gn / 300 above which an apparently
asymptotic regime is entered, consistent with [1, 26]. The
flow retains measurable anisotropy at dissipation scales,
as suggested by the analyses of Durbin and Speziale [43],
at all values of Gn we have considered. Nevertheless,
some single-component surrogates exist which accurately
estimate dissipation rates via isotropy assumptions even
for smaller Gn.

The results presented here seem to indicate that the ef-
fects of the large dynamic-range regimes explored by Gar-
gett et al. are strongly influenced by asymptotic scalar
density dynamics, rather than by the velocity field inde-
pendently. Nevertheless, the measured mixing within the
flow is a much weaker function of Gn compared to some
proposed scalings [2], with the turbulent Prandtl number
PrT ⇡ 1 and the turbulent mixing coe�cient � near the
classical bound of 0.2 as suggested by Osborn, although
decreasing slightly for Gn / 300.

We stress that the flow we have considered has, by
design, controlled dependence on all other parameters.
Ri ⇡ 0.16 and Fr ⇡ 0.5 naturally emerge to ensure sta-
tionarity. Therefore, we conjecture that observed appar-
ent variation of mixing properties with Gn [18] can be ex-
plained by breaking one or the other of these constraints,
i.e. the variation is due to either transient e↵ects, well-
known to lead to strong variation in mixing properties
[e.g 44, 45], or ‘hidden’ and perhaps correlated varia-
tion with other parameters [e.g 17]. Additionally, there
could also be as yet unquantified strong dependence on
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FIG. 3. a: Variation of turbulent flux coe�cient � with Gn.
The upper bound proposed by Osborn is indicated by the
gray dashed line where � ⇡ 0.2, and the Gn�1/2-based pa-
rameterization suggested in Shih et al. [2] is plotted for their
‘energetic’ regime of Gn > 100. b: Variation of turbulent
Prandtl number PrT with Gn.

initial or boundary conditions, whereas the flow we have
considered is isolated from such e↵ects. To develop ro-
bust mixing parameterizations, it is necessary to develop
appropriate models to capture the e↵ects of such condi-
tions, informed by and generalizing from such controlled,
idealized flows as considered here.

Lx = 2Ly = 4Lz
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Hypothesis
Osborn parameterisation
characteristic of
1. steady
2. shear-forced
3. weakly stratified 
4. equivalent to Osborn-Cox
5. 
turbulence
that’s not really the ocean… 
Q: Is M-H~1/4 a coincidence?

PrT = 1
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• What does Ri mean in a turbulent or spatio-temporally varying flow?

• Does stability theory have any relevance at all? 

• Do forced flows have any connection with freely evolving flows? 

• How can the history/memory/advection of a flow be captured in a parametric description?

• Are layered states generic or even accessed?

• Do non-monotonic flux laws have any meaning , particularly on their (unconfirmed?) right flanks?

• Can boundaries ever be ignored or modelled appropriately?

• Is there any hope to use deterministic “physics” models to describe mixing in stratified turbulence?

• Is the future data-driven/statistical with a census of  “all” possible processes required to deep-learn?

(Some of the) Open Questions
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The 2018 distinguished scholar, with an admirer

Rush Holt (Fellow 1972, US Representative for NJ 12th
District 1999-2015) back in the cottage

The world’s oceans are in constant motion, transporting the sun’s heat from the equator to the 
poles, bringing marine life fresh supplies of  oxygen and nutrients, and sequestering nearly half  
of  our carbon dioxide emissions since the Industrial Revolution. Within this dynamic aquatic 
milieu exists another type of  motion: the perpetual teeming of  trillions of  swimming animals. 

Are these organisms simply along for the ride, carried by the prevailing ocean currents and 
occasionally using their powers of  locomotion to explore their surroundings, or could their 

propulsion influence the physical and biogeochemical structure of  the ocean itself ? 

Biological Propulsion in  
(and of?) the Ocean 

2018 Sears Public Lecture 
Geophysical Fluid Dynamics Program  
 

Monday, July 30th 2:00 pm 
Redfield Auditorium, WHOI 
Reception to follow 

Professor John O. Dabiri
Stanford University

John Dabiri gave a thought-provoking and well-
attended Sears Lecture, presenting the fascinating hy-
pothesis that bio-swimming may be a major contributor
to ocean mixing

Porch People: The Next Generation
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their research interests help to define the scientific di-
rection and flavor of the Program.
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Charles Doering University of Michigan
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Karl Helfrich W. H. O. I.
Miranda Holme-Cerfon New York University
Richard Kerswell University of Cambridge
Norman Lebovitz University of Chicago
Stefan Llewellyn Smith U. C. San Diego
Philip Morrison University of Texas at Austin
Antonello Provenzale ISAC-CNR, Torino
Tiffany Shaw University of Chicago
Edward Spiegel Columbia University
Bruce Sutherland University of Alberta
Jean-Luc Thiffeault University of Wisconsin
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