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The energy dissipation puzzle

12 Ferrari and Wunsch
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Figure 1: Revised and corrected schematic of energy reservoirs, energy transfer routes,

and power transfers of the oceanic general circulation.

Balanced dynamics:
I energy input at

scales & 100 km,
I inverse energy

cascade (movie),
I highly ineffective

viscous
dissipation.

Ferrari & Wunsch 2009

https://vimeo.com/213705279
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Ocean energy dissipation puzzle

How does ≈ 1 TW get dissipated?

Consider the possible role of IGWs:
1. spontaneous IGW generation, balanced motion loses

energy by exciting IGWs weak except for ε = O(1),
2. stimulated IGW generation, externally forced IGWs extract

energy from balanced motion.
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Spontaneous IGW generation
Recall the Boussinesq equations,

∂tu + u · ∇u + f z× u = −∇φ+ bz ,

∂tb + u · ∇b + N2w = 0 ,

∇ · u = 0 ,

and potential-vorticity conservation:

(∂t + u · ∇)q = 0 with q = (f z +∇× u) · (N2z +∇b) .

Time-scale separation: Rossby number

ε =
U
fL
� 1 .
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Spontaneous IGW generation

Question: how much IGWs are generated by balanced motion?
Linear level, O(ε0):

I balanced motion satisfies geostrophic + hydrostatic
equilibria,

f z× uh ≈ −∇hφ, φz ≈ b,

I IGWs satisfy q = 0,
I balanced motion + IGWs are uncoupled.

Nonlinear level, O(εn):
I balanced motion and IGWs are coupled (presumably),
I but how are balanced motion and IGWs separated?
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Dynamical-systems view: for a two-time-scale system,
I define a subspace of the state space in which the evolution

is slow, slow manifold,
I ask whether trajectories remain in this subspace:

invariance of the slow manifold.
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Slow manifold

Write the Boussinesq equations as

∂s
∂t

= Ns(s, f ; ε) ,
∂f
∂t

+
1
ε
Lf = Nf (s, f ; ε) ,

where s is the slow (balanced) variable, f are the fast variables.
Time-scale separation: specL = {iω : ω ∈ R, |ω| > 1}.

I For ε = 0, slow and fast dynamics split:
I f ≡ 0 defines a slow manifold free from IGWs and exactly

invariant: geostrophic and hydrostatic equilibrium,
I ∂ts = Ns(s, 0; ε) defines the balanced dynamics.
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Slow manifold

I For ε 6= 0, can construct
approximately invariant slow
manifolds perturbatively

f = FN(s, ε) =

N∑

n=1

εnFn(s) .
s

s

f

1

2

For a given slow manifold FN,
I balanced models, for s only: ∂ts = Ns(s,FN(s, ε); ε).
I initialisation, projection of initial data on the slow

manifold f = FN(sobs, ε).

Question: does an exactly invariant slow manifold exist?



MOTIVATION SPONTANEOUS IGW GENERATION STIMULATED IGW GENERATION CONCLUSION

Lorenz’s 5-component model

Lorenz introduced an ODE model to ask:
I how can the slow manifold be defined,
I is it invariant?

Equivalent to a simple mechanical system:
φ̇ = w− εy, ẇ = − sin(2φ)/2

ẋ = −ε−1y, ẏ = ε−1x + sin(2φ)/2.

FL45CH07-Vanneste ARI 3 September 2012 14:5
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x

Figure 1
The elastic pendulum is a simple example of a two-timescale dynamical system when the natural frequency
of vibration of the spring is large compared with the natural frequency of oscillation of the pendulum. The
slow angle θ and the fast extension x serve as analogs for the slow balanced motion and fast IGWs of
geophysical fluids, respectively.

equations in Equation 4, δ = γ = 0, corresponding to geostrophic and hydrostatic balance,

u = − f φy , v = f φx, b = φz.

This is a first example of a balance relation relating the fast variables to the slow ones. Numerous
balance relations improving on this have been proposed. They are best thought of as defining slow
manifolds (Leith 1980, Lorenz 1980). These are manifolds (with dimension dim s) in the state
space of the system of the form

f = F(s, ε), (10)

with F(s, 0) = 0, which are nearly invariant and on which the dynamics is slow (Warn et al. 1995,
MacKay 2004). Nearly invariant means that trajectories of the full system starting on the manifold
stay close to it; this can be measured by the angle between the vector field (∂ts, ∂t f ) and the slow
manifold. Figure 2 illustrates a slow manifold, with an indication of an exact trajectory and its
balanced projection. Much of the geophysical literature refers to “the” slow manifold, requiring
implicitly that the manifold be exactly invariant. However, as it has become clear that no such
invariant object exists for nondissipative systems (MacKay 2004), it is preferable to conform to
the dynamical-systems usage and consider a hierarchy of slow manifolds, or equivalently balance
relations, of increasing accuracy.

The derivation of increasingly accurate balance relations can be made systematic by regarding
these as approximate solutions of the superbalance equation

εNs(s, F) · ∂sF + LF = εNf(s, F) (11)

obtained by introducing Equation 10 into Equation 9. The introduction of a power-series expan-
sion of the unknown function F(s, ε),

F(s, ε) =
N∑

n=1

εnF(n)(s), (12)

leads to one class of balanced models (Warn et al. 1995); the use of iterations such as

εNs(s, F(n)) · ∂sF(n) + LF(n+1) = εNf(s, F(n)), (13)

152 Vanneste

I slow s = (φ,w) and fast f = (x, y),
I pendulum motion ≈ slow atmospheric motion,
I spring oscillation ≈ IGWs.
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φ̇ = w− εy, ẇ = − sin(2φ)/2
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Detailed study of the Lorenz model:
I balanced motion can be defined by computing a slow

manifold order-by-order in ε,
I the corresponding series diverge but can be truncated

optimally,
I the divergence reflects the non-existence of an invariant

slow manifold,
I this results from a Stokes phenomenon: generation of

exponentially small fast oscillations.
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Fluid models

I Transient generation: wavepacket swept by a dipole.
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Numerical simulations
Ocean turbulence

Generation by surface-intensified turbulence Danioux et al 2013.
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Numerical simulations
Ocean turbulence
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Numerical simulations
Turbulence

Spontaneous imbalance in the Boussinesq equations 15
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Figure 5: Left panel: TU (kh) averaged over the time interval of [0, 0.1] for Ro = 0.314,
0.533, 0.650 and 0.772 marked in the legend (simulations: B1536R.314, B1536R.533,
B1536R.650 and B1536R.772) . Right panel: total horizontal energy spectra of the Rossby
numbers shown in the left panel at t = 0.5. Only a part of the energy spectra are shown
to magnify the di↵erences between the kinks at di↵erent Ro

importance of BBU and BUU in di↵erent ranges of scales. This cannot be seen clearly
in figure 4.b as TGG!A is smaller than TBB!U and does not have a distinct peak.

Transfers to balanced and geostrophic modes are alike at early time, as figure 4.c and
2.c are very similar. However, at later times figure 4.d and 2.d display more noticeable
di↵erences. As mentioned earlier, TB is almost equal to TBB!B in figure 2.d showing
that the balance flow becomes self-contained in time. Nonetheless, TG is not equal to
TGG!G implying that the geostrophic and ageostrophic modes interact with each other,
whereas the properly defined balanced and unbalanced modes do not. This highlights
that the balanced ageostrophic motion plays a non-negligible role in the new state of
balance that the flow reaches in time. Recalling that in linear balance geostrophic modes
are not a↵ected by ageostrophic modes, this shows that the flow adjusts to higher-order
balance.

4.3. The e↵ect of Rossby number

Previous studies such as Nadiga (2014) and Kafiabad & Bartello (2016) observed that
the kink of the energy spectrum moves to smaller scales as Ro is decreased. In other
words, the scale at which balance breaks down depends on Ro. Kafiabad & Bartello
(2017) investigated this dependence further and showed that the wavenumber at which
EB and EU cross scales with Ro�2. This may raise the question of whether the peak of
TU depends on Ro as well.

To address this question, we present the spectrum of transfer to imbalance for four
di↵erent Rossby numbers in the left panel of figure 5. The corresponding energy spectra
are also plotted in the right panel. The transfer spectra are calculated at the beginning
of the integration interval, as the most significant energy transfer takes place early in the
simulations. It leads to a more shallow tail of E(kh) later, as shown in the right panel. In
agreement with previous studies such as Nadiga (2014) and Kafiabad & Bartello (2016),
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Figure 12: The schematic picture of the break in spectral scaling due to the breakdown
of balance.

flow. This transfer of energy leads to a change of spectral scaling from k�3
h to k

�5/3
h .

This mechanism is summarised in figure 12, where the energy spectra and the ratio
of characteristic slow to fast frequencies are schematically portrayed. The total energy
spectrum, which is the sum of the balanced and unbalanced energy spectra, has two
power-law subranges. The large-scale subrange has a steep slope of -3 and is dominated
by balanced energy. The small-scale subrange, on the other hand, is predominantly
unbalanced and displays a shallow slope of -5/3. At the small-scale end of the steeper
subrange, the balanced energy leaks into the unbalanced motion. The wavenumber at
which the maximum transfer from balance to imbalance occurs is marked by kB!U in
figure 12. We showed that kB!U is slightly larger than the peak of the balanced energy
spectrum, indicating that balance breaks down at scales where the energy spectrum is
still steep. This fact stems from the decreasing of the di↵erence between the fast and
slow time scales which starts at these scales according to our frequency analysis. As
shown in figure 12, the ratio of characteristic slow to fast frequencies is equal to Ro at
small wavenumbers and starts increasing at a wavenumber larger than kB!U . Therefore,
there is a range of wavenumbers larger than kB!U that the separation of time scales
is somewhat maintained. This range of wavenumbers is marked as imbalance generation
in figure 12 and has several characteristics. First, the fast frequency is approximately
equal to the linear frequency of IGWs in this range, according to our frequency analysis
in §4.6. Hence, one may conclude that the leaked balanced energy is mostly transferred
to IGWs and they play an important role in the onset of balance breakdown. Second,

Kafiabad & Bartello 2018
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Conclusions:
I spontaneous generation only for strong flows, ε = O(1),
I unlikely to contribute significantly to energy dissipation.

Stimulated IGW generation:
I in the ocean, IGWs forced by winds and tides,
I effect of these forced waves on the balanced flow?
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Stimulated IGW generation

More generally, stimulated loss of balance: forced IGWs
provide a sink:

Gertz & Straub 1997

I by inducing transfers from balanced motion to IGWs,
Whitt & Thomas 2015, Xie & V 2015

I by increasing transfers to submesoscale, unbalanced
motion. Barkan, Winters & McWilliams 2017

values of j. By contrast, increased j corresponds to an
increase of KE, in the weak base state ensembles. This
increase is relatively small—note the tight clumping of
profiles in Fig. 3c—and appears to lessen at larger values
of j. The changes are seen at all depths, although they
are largest in the upper ocean.
The high-frequency kinetic energy is also strongly

concentrated in the upper ocean and drops off sharply at
the base of the mixed layer. A small, depth-independent
amount of near-inertial kinetic energy is found in the
abyss. This is consistent with previous work showing that
eddies can efficiently channel near-inertial energy from
the surface into the lower ocean (Zhai et al. 2005).

b. Kinetic energy budgets

Table 2 shows a kinetic energy budget for the full flow
in the median base state ensembles. In the control run,
bottom drag damps 59% of the wind power input, ver-
tical viscosity damps another 24% (mainly in the surface
Ekman layer), and pressure work transfers the remain-
ing 17% to potential energy. The steady wind input does
not vary significantly with j, while the high-frequency
power input increases roughly quadratically with t1 and

is dissipated primarily by vertical viscosity. Dissipation
by bottom drag and transfer to potential energy by
pressure work also tend to increase with j, though the
change in the pressure work is not monotonic.
The residual shown in Table 2 increases in magnitude

from 1% in the control run to 29% in the j 5 0.75 en-
semble; however, its statistical error is comparable to its
magnitude at all values of j. This persistent trend is
principally due to the pressure work term. POP has an
emphatically recommended option to average the
pressure gradient between time steps. The pressure
work diagnostic, however, is extremely sensitive to small
changes in the quantities used to calculate u ! =P, and
this sensitivity is exacerbated by the addition of the high-
frequency forcing. Using pressure averaging introduces
an error into the calculation of the pressure work di-
agnostic, and this error increases with j. We emphasize
that this is an issue with the calculation of the diagnostics
and not with the integration of the flow. Increasing the
temporal resolution reduces the residual in the kinetic
energy budget; details are presented in appendix A.
Table 3 details a summary of the overall balanced

KE budget for the median base state ensembles. As

FIG. 3. Depth profiles of the low- (solid) and high-frequency (dashed) kinetic energy for (a) strong, (b) medium,
and (c) weak base state ensembles. Insets show the low-frequency data for the top 200m. (d) The low-frequency
barotropic kinetic energy for all three base states as a function of near-inertial forcing. Normalization for all panels is
such that the value of the control run of themedium base state at the surface is 1.0. The ratio t1/t0 is denoted as j, and
indicates the amount of near-inertial forcing added to the system.

84 JOURNAL OF PHYS ICAL OCEANOGRAPHY VOLUME 46

Kinetic energy of low frequency mo-
tion decreases with increasing high-
frequency wind forcing

Taylor & Straub 2016
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Stimulated loss of balance

velocity w at z 5 2150m are shown in Fig. 3. The elon-
gated zonal structures of both fields in the HFW solution
are IWs that propagate northward and southward
throughout the domain. The Rossby numbers are small
compared with the LFW and COMB solutions. In both
the LFW and COMB solutions, there is one large anti-
cyclone and two midsize cyclones along with smaller
eddies, fronts, and filaments. These flow features have
Ro ; O(1), evidence of ageostrophic dynamics across a
range of spatial scales. The COMB solution exhibits
smaller-scale features both within and between the larger
eddies compared with the LFW solution, a first indication

for the interactions among mesoscales, submesoscales,
and IWs. The vertical velocity field shows that smaller
scales are already apparent within the cyclones and an-
ticyclones in the LFW solution. However, in the COMB
solution the magnitude of the vertical velocity is larger
than the sum of HFW and LFW (bottom right).
Snapshots of the small-scale kinetic energy dissipation

rate [(5)] for the LFW and COMB solutions are shown in
Fig. 4. In LFW most of the dissipation is observed in the
anticyclone and midsize cyclones, suggesting that without
HF forcing a kinetic energy transfer to smaller scales is
predominantly active in these coherent structures. In

FIG. 2. (left) The initial stratification profile for the three numerical solutions. (right) The zonally averaged zonal
velocity (color) and perturbation density field (contour lines). Isopycnal interval is 0.04 kgm23 starting from
27.58 kgm23 (bottommost contour).

FIG. 3. Snapshots of horizontal slices ofRossby number, vertical vorticity normalized by the (top)Coriolis frequency at the surface and (bottom)
vertical velocity at 150-m depth for (left) HFW, (center) LFW, and (right) COMB solutions. Note the different colorbar ranges.
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COMB, one can observe an overall enhancement in dissi-
pation at the surface in the vicinity of frontal regions as well
as in the interior of the anticyclonic and cyclonic eddies.
The frequency and wavenumber spectra of the hori-

zontal velocity at z 5 2150 and 21000m for the three
solutions are shown in Fig. 5. The energy fraction in the
IW frequency band in the HFW solution (brown curve,
Fig. 5a) contains ;90% of the total energy. The energy
fraction in the frequency band between f and 1.1f (near-
inertial frequency band) contains ;77% of the total
energy. This is a good indication that although the sto-
chastic forcing [(2)] acts on all frequencies it pre-
dominantly excites IWs. Comparing the LFW and
COMB solutions (Figs. 5a,b) shows that the frequency
spectral slopes are shallower for COMB at both
depths. The COMB spectral slope at z 5 21000m
(blue) matches observations from the Southern Ocean
(Phillips and Rintoul 2000; Ferrari and Wunsch 2009,
their Fig. 2b) in both sub- and superinertial frequencies
as well as the generic Garrett–Munk (GM) spectrum
(Garrett and Munk 1972) in the IW band (dashed ma-
genta line in Fig. 5b). Similarly, the wavenumber spec-
tral slope at 1000-m depth in the COMB solution is in
good agreement with that of the GM spectra (dashed

magenta line in Fig. 5d). In addition, the wavenumber
spectral slopes in the COMB solution are much shal-
lower than in the LFW solution at both depths (Figs.
5c,d), illustrating that more energy is found at smaller
scales in the COMB solution, as suggested by Figs. 3 and
4. Figure 6 shows that the COMB energy content in the
near- to superinertial frequency band is larger by an
order of magnitude than that associated with the linear
superposition of the HFW and LFW solutions. Fur-
thermore, the similar energy content in LFW and
COMB at lower frequencies illustrates that the amount
of LF energy that is injected by the HF forcing [(2)] is
negligible. Because the wavenumber spectral slope of
both the HFW and LFW solutions is steeper than that of
the COMB solution (Figs. 5c,d), it is evident that the
energy levels of the latter are higher than the linear su-
perposition of the first two.

4. Energetics

a. Volume-averaged kinetic energy

The volume-averaged kinetic energy equation for our
model takes the form

FIG. 4. Snapshots of small-scale kinetic energy dissipation [(5); Wkg21] for the (top) LFW and (bottom) COMB
solutions.
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Barkan, Winters & McWilliams 2017:

I simulations with and
without high-frequency
winds,

I increased interior
dissipation of
low-frequency motion,

I added diss./wind work
≈ 1.3.
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Stimulated IGW generation
Expect finite-amplitude IGWs to change the dynamics of the
balanced motion.

Toy models:
Kapitza pendulum: pendulum with oscillating attachment
point (movie):

I lower equilibrium becomes unstable,
I upper position becomes stable.

Lorenz 5-component model:
I pendulum coupled with stiff spring,
I study the effect of fast oscillations

by averaging,
I convenient to use Lagrangian

formulation.

FL45CH07-Vanneste ARI 3 September 2012 14:5

θ

x

Figure 1
The elastic pendulum is a simple example of a two-timescale dynamical system when the natural frequency
of vibration of the spring is large compared with the natural frequency of oscillation of the pendulum. The
slow angle θ and the fast extension x serve as analogs for the slow balanced motion and fast IGWs of
geophysical fluids, respectively.

equations in Equation 4, δ = γ = 0, corresponding to geostrophic and hydrostatic balance,

u = − f φy , v = f φx, b = φz.

This is a first example of a balance relation relating the fast variables to the slow ones. Numerous
balance relations improving on this have been proposed. They are best thought of as defining slow
manifolds (Leith 1980, Lorenz 1980). These are manifolds (with dimension dim s) in the state
space of the system of the form

f = F(s, ε), (10)

with F(s, 0) = 0, which are nearly invariant and on which the dynamics is slow (Warn et al. 1995,
MacKay 2004). Nearly invariant means that trajectories of the full system starting on the manifold
stay close to it; this can be measured by the angle between the vector field (∂ts, ∂t f ) and the slow
manifold. Figure 2 illustrates a slow manifold, with an indication of an exact trajectory and its
balanced projection. Much of the geophysical literature refers to “the” slow manifold, requiring
implicitly that the manifold be exactly invariant. However, as it has become clear that no such
invariant object exists for nondissipative systems (MacKay 2004), it is preferable to conform to
the dynamical-systems usage and consider a hierarchy of slow manifolds, or equivalently balance
relations, of increasing accuracy.

The derivation of increasingly accurate balance relations can be made systematic by regarding
these as approximate solutions of the superbalance equation

εNs(s, F) · ∂sF + LF = εNf(s, F) (11)

obtained by introducing Equation 10 into Equation 9. The introduction of a power-series expan-
sion of the unknown function F(s, ε),

F(s, ε) =
N∑

n=1

εnF(n)(s), (12)

leads to one class of balanced models (Warn et al. 1995); the use of iterations such as

εNs(s, F(n)) · ∂sF(n) + LF(n+1) = εNf(s, F(n)), (13)

152 Vanneste

https://www.youtube.com/watch?v=5oGYCxkgnHQ


MOTIVATION SPONTANEOUS IGW GENERATION STIMULATED IGW GENERATION CONCLUSION

Stimulated IGW generation
Evolution of θ(t) and x(t): minimisers of the action

A[θ, x] = 1
2

∫ T

0

(
θ̇2 + cos(2θ + 2εx) + ε−2ẋ2 − x2

)
dt.

Fast oscillations, slowly modulated: x(t) = ε−1Re A(t)eit/ε.
Introduce into A and average over the fast time to obtain

A[θ,A,A∗] = 1
2

∫ T

0

(
θ̇2 + J0(2|A|) cos(2θ) + i(AȦ∗ − ȦA∗)

)
dt.

Variations give
I Ȧ = iJ′0(|A|)A/|A| ⇒ |A| = const,
I θ̈ + 2J0(2|A|) sin(2θ) = 0: pendulum with frequency

2
√

J0(|A|),
I oscillations |A| 6= 0 lead to pendulum softening and

instability.
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Stimulated IGW generation
Wave–mean flow interaction:

I average dynamics over fast IGW frequency,
I capture the feedback of IGWs on the balanced flow,

Generalised Lagrangian mean, GLM:
Andrews & McIntyre 1978, Bühler 2006

I mean flow is balanced→ controlled by PV dynamics,
I material invariance of PV preserved by Lagrangian

averaging,
I GLM emerges from multiscale treatment. Wagner & Young 2015

ūL(x, t) = 〈u(X(a, t), t)〉 , x = 〈X(a, t)〉 .
GLM PV conservation

(∂t + ūL · ∇)qL = 0,
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Stimulated NIW generation with J-H Xie

NIW–QG model

I a mechanism of stimulated wave generation,
I focus on near-inertial waves (NIWs), ω ≈ f ,
I derive a simplified theoretical model

I by averaging over oscillation frequency f ,
I making no assumption of spatial-scale separation,

wavenumber k assumed to satisfy kLflow = O(1) (vs WKB’s
kLflow � 1).

Assumptions:

1. near-inertial waves, δ = Nkh/(fkv)� 1 ⇒ ω = f + O(δ2),

2. small Rossby number ε = Uflow/(fL) = O(δ2) ,

3. strong waves α = Uwaves/(fL) = O(δ) = O(ε2) .
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Stimulated NIW generation

To leading order: NIWs in resting basic state,

∂tu− fv = 0, ∂tv + fu = 0,

hence u + iv = Mz(x, εt) exp(−ift) . At the next order, evolution

of wave amplitude M(x, εt) and flow U(x, εt).
To derive this, use

I variational (Lagrangian) formulation and averaging,
I GLM averaging.

Salmon 2015
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Coupled model

Start with hydrostatic–Boussinesq Lagrangian

L[x, p] =

∫ (
1
2
(
ẋ2 + ẏ2)−

(
fy +

βy2

2

)
ẋ + bz + p

(
∂x
∂a
− 1
))

da

and introduce x(a, t) = X(a, t) + ξ(X(a, t), t).

To leading order, ξ describes NIWs:
∂tξ

(1) − fη(1) = 0, ∂tη
(1) + f ξ(1) = 0, ξ

(1)
x + η

(1)
y + ζ

(1)
z = 0.

Solve in terms of the NIW amplitude: M(x, y, z, t), with

ξ(1) + iη(1) = Mze−ift, ζ(1) = −1
2(∂x − i∂y)Me−ift + c.c..

Whitham average, using ξ(2) = 1
2ξ

(1) · ∇ξ(1) (glm) to obtain
L̄[X,M,P].
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Coupled model

Take variations of ∫ T

0
L̄[X,M,P] dt

with respect to X, M and P to obtain:
I mean-flow equations,
I Young–Ben Jelloul (YBJ) NIW equation.

For a balanced mean flow, uL = (∇⊥ψ, 0), with

ψ = ψ̄ + ψStokes,

we obtain the coupled YBJ/QG model for the joint evolution of
M and q = q̄L.
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Stimulated NIW generation

(DtMz)z + i
2

(
∇2ψMzz + (N2

f + ψzz)∇2M− 2∇ψz · ∇Mz

)
= 0 ,

∂tq + ∂(ψ, q) = 0 ,

with the PV-streamfunction relation
(
∇2 + ∂z

(
f 2/N2∂z

))
ψ = q + F(M∗,M) .

This includes the ‘wave’ PV

F(M∗,M) = if∂(M∗z ,Mz)/2+f
(
2|∇Mz|2 −Mzz∇2M∗ −M∗zz∇2M

)
/4.

Xie & V 2015, Wagner & Young 2016, Salmon 2016
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Stimulated NIW generation
NIW equation is the YBJ equation Young & Ben Jelloul 1997

∂tMzz +∇⊥ψ · ∇Mzz︸ ︷︷ ︸
advection

+ i
N2

2f
∇2M

︸ ︷︷ ︸
dispersion

+ i
∆ψ

2
Mzz

︸ ︷︷ ︸
refraction

= 0.

I advection: by the background flow,
I dispersion: approximates frequency as

(f 2 + N2k2
h/|k|2)1/2 ≈ f + N2k2

h/(2fk2
v),

I refraction: ∆ψ/2, frequency shift Kunze 1985

YBJ model used to demonstrate:
I effect of background flow on vertical propagation

Balmforth et al 1998, Balmforth & Young 1999, Klein et al 2004

I concentration of NIW energy in anticyclones
Llewellyn-Smith 1999, Klein et al 2004, Danioux, V & Bühler 2015
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Stimulated NIW generation

The model is Hamiltonian, conserves action and energy:

A =

∫
|Mz|2 dx = NIW kinetic energy,

H = 1
2

∫ (
|∇ψ|2 +

f 2

N2 (∂zψ)2 + N2

2 |∇M|2
)

dx

= QG energy + NIW potential energy .

Physical implications:
I A = const: no spontaneous NIW generation,
I H = const: mean-flow energy decays as |∇M| increases:

stimulated wave generation
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Stimulated NIW generation
Numerical simulation

Slice model (∂y = 0): ψ ∝ cos x, NIWs in mixed layer at t = 0.
|χz | t = 4.6 days
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Stimulated NIW generation
Numerical simulations Rocha, Wagner & Young 2018

Barotropic flow, vertically plane waves: M ∝ eimzφ(x, y, t).
Stimulated generation 15

Figure 5. Snapshots of the turbulence solution with parameters in table 4. Upper panels: PV
q. Middle panels: wave kinetic energy density |�|2. Bottom panels: wave buoyancy, with scale
B = kemUwf0�

2. These plots show (1/2)2 of the domain.

of two. The evolution of potential vorticity q is similar to that in the waveless problem:
like-sign vortices merge into bigger vortices. The big vortices keep straining the waves,
generating smaller scales in the wave field.

Figure 6a shows the inexorable increase in wave potential energy hPi and the cor-
responding decrease in balanced kinetic energy hKi. In figure 6b quick wave refraction
results in an initial sharp generation of hPi at the expense of balanced kinetic energy
hKi. As in the Lamb-Chaplygin solution, the positive refractive conversion, �r > 0, is
ephemeral: in figure 6b, �r peaks at t ⇥ Ueke ⇡ 2 and then decays rapidly, eventually
changing sign at t ⇥ Ueke ⇡ 5. But a significant positive advective conversion, �a > 0,
sustains stimulated generation so that hPi ultimately increases approximately linearly
with time.

After 25 eddy-turnover time units, the balanced kinetic energy hKi has decayed by
about 14% from its initial value. Most of this loss is by stimulated generation of hPi. As
in the Lamb-Chaplygin solution, advective conversion accounts for most of the energy
change. Table 5 presents further details of the energy budget.

The solution illustrates interesting characteristics of stimulated generation. First, the

16 Cesar B. Rocha, Gregory L. Wagner, and William R Young

Figure 6. Diagnostics of the 2D turbulence solution with parameters presented in table 4. (a)
Energy change about initial condition. (b) Wave potential energy budget (3.12).

role of refraction is catalytic in that it generates the initial eddy-scale gradients in �
that are then enhanced by advective straining; the advective conversion, �a in (3.16),
ultimately accounts for most of the energy transfer from turbulence to waves. Second, the
roughly linear–in–time growth of wave potential energy hPi is very slow in comparison
with exponential increase of passive-scalar tracer gradients in turbulent velocity fields.
The relatively slow growth of hPi suggests that wave dispersion plays an important role in
slowing and perhaps opposing advective straining (see section 6 for further discussion of
dispersion and “wave escape”). To investigate whether these characteristics are general we
consider solutions with varying vertical wavelengths and therefore di↵erent dispersivities.

4.3. Varying dispersivity

Figure 7 shows snapshots of potential vorticity q and its constituents in a set of
solutions with varying the vertical wavelength 2⇡m�1 from 280 to 560 m, yielding
dispersivities ranging from 0.5 to 2. (All other parameters are fixed.) The potential
vorticity q shows more small-scale filamentation with decreasing dispersivity, but it
is otherwise similar across the three solutions. The partition into relative vorticity
4 and wave potential vorticity qw, however, depends significantly on dispersivity. In
particular, qw develops smaller scales and larger amplitudes with decreasing dispersivity.
As anticipated by the dipole example in figure 2, there is cancellation of small-scale
features in qw against those in ⇣ so that q is relatively smooth even in the solution with
weak dispersion } = 0.5.

The initial evolution of the uniform wave field is similar across dispersivities, with
refraction initially generating eddy-scale gradients of the waves—see figure 8. Refraction
produces a sharp initial increase of wave potential energy and decrease of balanced kinetic
energy, which is almost independent of dispersivity. Figure 9a shows that this initial
“refractive stage” yields a strongly negative wave-vorticity correlation r,

r
def
=

h⇣A0ip
h⇣2ihA02i

, (4.7)
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Stimulated NIW generation
Numerical simulations Rocha, Wagner & Young 2018
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FIGURE 7. (Colour online) Snapshots of PV q and its decomposition into relative vorticity
⇣ =1 , and wave potential vorticity qw. The snapshots were taken at t ⇥ Ueke = 25.

Refraction produces a sharp initial increase of wave potential energy and decrease
of balanced kinetic energy, which is almost independent of dispersivity. Figure 8(c)
shows that this initial ‘refractive stage’ yields a strongly negative wave–vorticity
correlation r,

r
def= h⇣A0iph⇣ 2ihA02i , (4.7)

where A0 def= (|�|2 � |h�i|2)/f0; in figure 8(c) the early negative r is nearly independent
of dispersivity. Because significant energy exchange takes place in the anti-cyclones
due to the initial wave concentration, a positive vorticity skewness ensues (figure 8d).
Once the eddy scales are created, advection strains the waves and generates further
wave potential energy at the expense of balanced kinetic energy. It is in this stage
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Stimulated NIW generation
Impact on mesoscale

Mesoscale motion:
I 1 TW input (by baroclinic instability),
I inverse energy cascade→ negligible viscous dissipation,
I dissipation mechanisms: bottom drag, side friction, loss of

balance. . .
Can stimulated NIW generation provide an energy sink?

ĖQG = − N2k2

2f 2m2 ĖNIW = −∆ω

f
ĖNIW

With ĖNIW = 0.6 TW and ∆ω/f = 0.2, ĖQG ≈ 0.1 TW
(cf. 0.1 TW for bottom drag).
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Conclusion
Spontaneous IGW generation

I balanced approximation: quasigeostrophy + higher-order
corrections, hold to all orders in ε,

I for ODE models, spontaneous wave generation is
exponentially small, exp(−α/ε),

I significant only for ε = O(1).

Stimulated IGW generation
I simplified model; conservation laws constrain energy

exchanges,
I naturally a Generalised Lagrangian mean model,
I near-inertial waves gain potential energy at the expanse of

mean-flow energy.

Collaborators: Jonathan Aspden, Eric Danioux, Hossein Kafiabad, Miles Savva,

Jin-Han Xie.
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