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Wave turbulence ?

Leckler et al. JPO 2015 :  
observation of waves in the Black Sea  
with stereoscopic reconstruction

advection of waves by the Stokes drift (Andrews and
McIntyre 1978; Stewart and Joy 1974; Broche et al. 1983;
Ardhuin et al. 2009). Here, we did not attempt to esti-
mate these variations of U, and we find a general good
agreement by taking a constantU5 0.15m s21 and uU5
2798. This current velocity contains effects of large-scale
flows and wind-driven currents. Because of the current
orientation, 108 off our y axis, the shift of the dispersion
relation caused by the current is clearly visible on the
f–ky slice through the spectrum, shown in Fig. 5b, with
an asymmetry between waves propagating toward the
positive y and negative y directions. Such an asymmetry
is not visible at frequencies below 1.5Hz in the f–kx slice
shown in Fig. 5c.
In a previous investigation on the short-wave spec-

trum, Banner et al. (1989) discussed the ‘‘kinematic
Doppler dispersion’’ showing that it could contribute
to a deviation of the frequency spectrum from f25 in the
case of young waves. The relative change in wavenumber
for an oscillatory current is equal to the long-wave slope,
here karms 5 0.07, where arms is the root-mean-square
surface elevation amplitude, while the apparent fre-
quency is unchanged (e.g., Garrett and Smith 1976).
Consistent with the results shown in Banner (1990) for
karms 5 0.1 and f/fp , 5, this Doppler effect is not
enough to cause a significant modification of the dis-
persion relation. For our case, it gives a67% expected
modulation of the wavenumber for short waves in the

direction of the dominant waves, which is consistent
with the thickness of the energy distribution around
the theoretical dispersion relation, as shown in Fig. 6.
More interestingly, the slices at f 5 1Hz and higher
frequencies reveal a significant contribution inside of
the dotted white line, from waves longer than pre-
dicted by the linear dispersion relation. In particular,
Fig. 6f exhibits a crescent-shaped distribution that is
the same as the shape in Fig. 6a but at twice the
wavenumber and twice the frequency. These compo-
nents ( f, kx, ky) in Fig. 6f are thus likely dominated by
the nonlinear harmonics of the ( f/2, kx/2, ky/2) com-
ponents in Fig. 6a. Records 2 and 4 show analogous
patterns (see Figs. 3.22–3.24 in Leckler 2013).

4. Nonlinear effects

In this section, we will verify that the magnitude of the
observed energy away from the linear dispersion re-
lation can be predicted from weakly nonlinear theory.
Nonlinear effects are well known, starting from the
sharper crests of waves pointed out by Stokes (1880),
which is usually interpreted as the presence of harmonic
waves, that is, Fourier components with wavenumbers
and frequencies k and f such that [2pf 2 kU cos(u 2
uU)]

2 . gk tanh(kD). A second-order approximation of
this effect is used, for example, in the analysis of wave
height distributions to explain the crest heights of

FIG. 4. Frequency spectrum E( f) estimated from the stereo video system, without any
smoothing, and from the wire wave gauges mounted on the platform. The dashed lines show the
f24 and f25 asymptotes. The error bar corresponds to random sampling errors for single time
series, as given by the expectedx2 distributionwith 40 degrees of freedom.The spectrum from the
video is averaged over the 10.8-m square analysis window, and thus the random sampling error is
actually smaller for the shorter waves with many uncorrelated waves in the field of view.
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physical ingredients: 
- many waves ➙ many degrees of freedom 
- non linearity ➙ energy transfer among waves 
- forcing at large scale 
- dissipation at small scale ➙ energy cascade in scale (if transfer is local in scale)
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Weak Turbulence Theory

nonlinear 
wave equation

statistical equation: 
evolution of statistical quantities 

ex: temporal evolution  
of the wave spectrum

hypotheses of weak turbulence theory:  
- asymptotically large system ➙ no discrete modes 
- dispersive waves 
- weak non linearity 

➙ scale separation Tlinear ≪ Tnonlinear ( ≪ Tdissipation)
multiscale analysis

there is a statistical theory of wave turbulence, starting from the deterministic wave equation !

see Falkovich et al., Kolmogorov spectra of turbulence 1992 
S. Nazarenko, Wave Turbulence 2011 

AC Newell & B. Rumpf, Ann. Rev. Fluid Mech., 2011 



Weak turbulence

see Falkovich et al., Kolmogorov spectra of turbulence 1992 
S. Nazarenko, Wave Turbulence 2011 

AC Newell & B. Rumpf, Ann. Rev. Fluid Mech., 2011 

wave action spectrum (number density of waves)

➤ evolution equation for the wave spectrum: kinetic equation

(1970), Henderson & Hammack (1987).

Close to the gravity-capillary crossover, unidirectional resonant interactions involving a
gravity wave and two capillary waves were observed confirming the peculiarities of gravity-

capillary waves (Aubourg & Mordant 2015, 2016). Near the crossover, these interactions
seem to be actually the most active.

Although the weak turbulence theory involves exactly resonant wave interactions in the

limit of vanishing ε, quasi-resonant coupling among waves also plays a significant role. As
discussed in §8, nonlinear widening of the dispersion relation at a non-zero value of ε enables

approximate resonances. Another physical mechanism is dissipation that increases the res-

onance bandwidth (as for the damped forced oscillator) and authorizes 3-wave interactions
at non-resonant angles (Cazaubiel et al. 2019a).

4. WEAK TURBULENCE THEORY

4.1. Kinetic equation

Details on the development of the weak turbulence theory can be found for instance in the

textbooks by Zakharov et al. (1992), Nazarenko (2011) and the review by Newell & Rumpf
(2011). Hamiltonian equation in Fourier space reads i∂ak

∂t = ∂H
∂a∗

k

, with H , the Hamiltonian

of the system, ak the canonical variables associated with complex wave amplitudes in Fourier
space. An asymptotic expansion of the Hamiltonian, using a scale separation hypothesis

between the slow time of nonlinear interactions and the fast time of linear wave oscillations

leads to

i
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with Vk,k1,k2
the 3-wave interaction coefficient and Wk,k1,k2,k3

the 4-wave interaction coef-

ficient (Hasselmann 1962, Zakharov et al. 1992, Nazarenko 2011). For ε ≪ 1, one should
consider only the smallest non-zero coefficient in this development. As discussed above,

N = 3 for capillary waves and N = 4 for gravity waves. To reach statistical properties,
weak turbulence theory computes the second order moment of the canonical variable ⟨akak’⟩
using the random phase hypothesis (wave phase and amplitude are assumed quasi-gaussian)

(Nazarenko 2011) or the hierarchy of the cumulants of the canonical variables (Newell et al.
2001), ⟨·⟩ denoting a statistical average. Assuming spatial homogeneity and based on the

linear and nonlinear timescale separation hypothesis, an asymptotic closure arises in the

limit of infinite system size and of vanishing nonlinearity. The resulting kinetic equation de-
scribing the long time evolution of the wave action spectrum nk = ⟨aka

∗

k⟩ reads for 3-wave
interactions (capillary case)
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and for 4-wave interactions (gravity case)

Kinetic equation:

Equation for the
slow temporal
evolution of the
wave action
spectrum nk
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energy transfers only through resonant waves (weak non linearity)

(energy conservation) (momentum conservation)
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3-wave coupling: 
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4-wave coupling: 

dispersive waves 
for non trivial solutions



Kolmogorov-Zakharov spectrum

see Falkovich et al., Kolmogorov spectra of turbulence 1992 
S. Nazarenko, Wave Turbulence 2011

stationary solutions of the kinetic equation: 

• with neither forcing nor dissipation: equipartition spectra (Rayleigh-Jeans) 

• with forcing and dissipation: out of equilibrium spectrum, energy cascade 
                           Kolmogorov-Zakharov spectrum 

usually has the shape: 

average  
energy flux

number of  
interacting waves (N=3, 4…) 

nonlinearity of order N-1
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(1970), Henderson & Hammack (1987).

Close to the gravity-capillary crossover, unidirectional resonant interactions involving a
gravity wave and two capillary waves were observed confirming the peculiarities of gravity-

capillary waves (Aubourg & Mordant 2015, 2016). Near the crossover, these interactions
seem to be actually the most active.

Although the weak turbulence theory involves exactly resonant wave interactions in the

limit of vanishing ε, quasi-resonant coupling among waves also plays a significant role. As
discussed in §8, nonlinear widening of the dispersion relation at a non-zero value of ε enables

approximate resonances. Another physical mechanism is dissipation that increases the res-

onance bandwidth (as for the damped forced oscillator) and authorizes 3-wave interactions
at non-resonant angles (Cazaubiel et al. 2019a).

4. WEAK TURBULENCE THEORY

4.1. Kinetic equation

Details on the development of the weak turbulence theory can be found for instance in the

textbooks by Zakharov et al. (1992), Nazarenko (2011) and the review by Newell & Rumpf
(2011). Hamiltonian equation in Fourier space reads i∂ak

∂t = ∂H
∂a∗
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, with H , the Hamiltonian

of the system, ak the canonical variables associated with complex wave amplitudes in Fourier
space. An asymptotic expansion of the Hamiltonian, using a scale separation hypothesis

between the slow time of nonlinear interactions and the fast time of linear wave oscillations
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with Vk,k1,k2
the 3-wave interaction coefficient and Wk,k1,k2,k3

the 4-wave interaction coef-

ficient (Hasselmann 1962, Zakharov et al. 1992, Nazarenko 2011). For ε ≪ 1, one should
consider only the smallest non-zero coefficient in this development. As discussed above,

N = 3 for capillary waves and N = 4 for gravity waves. To reach statistical properties,
weak turbulence theory computes the second order moment of the canonical variable ⟨akak’⟩
using the random phase hypothesis (wave phase and amplitude are assumed quasi-gaussian)

(Nazarenko 2011) or the hierarchy of the cumulants of the canonical variables (Newell et al.
2001), ⟨·⟩ denoting a statistical average. Assuming spatial homogeneity and based on the

linear and nonlinear timescale separation hypothesis, an asymptotic closure arises in the

limit of infinite system size and of vanishing nonlinearity. The resulting kinetic equation de-
scribing the long time evolution of the wave action spectrum nk = ⟨aka

∗

k⟩ reads for 3-wave
interactions (capillary case)
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Experiments (and simulations) in wave turbulence

Issues with experiments: 

• finite size of the experiment. Is it large enough ? (discrete modes vs kinetic regime)


• scale separation: Tlinear ≪ Tnonlinear ≪ Tdissipation

non linearity:

weak enough ?

dissipation:

weak enough ? 

• for weak nonlinearity: long transient…


• finite nonlinearity: other structures than waves

non resonant coupling, bound waves (parasitic waves)

singularities (strongly non linear)


• other degrees of freedom that waves: vortices, jets…


non linearity:

not too weak ?



Observation of weak turbulence: 

• the thunder plate: vibrating a thin elastic plate


• internal waves & stratified turbulence



the thunder plate…



high speed Fourier transform profilometry:

high definition video projector

high speed camera

sine grayscale pattern

D

L

p

P. Cobelli, A. Maurel, V. Pagneux, P. Petitjeans  
«Global measurement of water waves by Fourier transform profilometry» Exp. in Fluids, 46 (2009)

shaker (30 Hz)

plate: 
stainless steel 
2m x 1m 

thickness 0.4 mm

forcing 
electromagnetic shaker 
sine forcing at 30 Hz

deformation

original sampling 6000 fps
slowed down 25 times

➨ space and time resolved 
measurement
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+ issues with finite size, dissipation
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cascade



NICOLAS MORDANT AND BENJAMIN MIQUEL PHYSICAL REVIEW E 96, 042204 (2017)

FIG. 2. Snapshots of the deformation of the plate for various forcing intensities (numerical simulation). The corresponding run number
is displayed in the title. The input power is increasing with the run number and the relative values (1,14,245,3760) from (a) to (d),
respectively.

turbulence depends on the relative intensities of the forcing and
the dissipation: we observed with our most vigorous forcing
(run 8) a direct transition from the CS scaling to the viscous
cutoff and a complete absence of the WTT scaling (see upper
curve of Fig. 3). Finally, we identify the low frequency CS
scaling with P to be proportional to P as demonstrated by
displaying the deformation spectra normalized by k3/P on
Fig. 3(b). The spectrum of the singularities has been predicted
in Ref. [17] to be proportional to 1/k−5 and observed to be
proportional to P (thus a global scaling P/k5). This scaling
has been first observed in Ref. [29] and is confirmed in
Fig. 3(b). The KZ spectrum is scaling as P 1/3/k3. The former
dominates at low k whereas the latter dominates at large k.
The two spectra are equal at a critical wave number kc such
that P 1/3/k3

c ≈ P/k5
c , which corresponds to kc ∼ P 1/3. This

behavior is confirmed in Fig. 4 where the boundary of the WT
and CS regimes scales as P 1/3.

IV. SPATIOTEMPORAL SPECTRAL SIGNATURE
OF COHERENT STRUCTURES

The natural way to investigate the dynamics of propagating
waves is the space-time energy spectral density of the wave
elevation Eη(k,ω), which we use in this section to obtain a
more subtle characterization of the structures presented above.
Eη(k,ω) is obtained by computing the Fourier transform of

the plate deformation η(x,y,t) both in time and space so that
to obtain η(k,ω) and thus Eη(k,ω) = ⟨|η(k,ω)|2⟩. To get a
2D picture that is easier to represent and comprehend than
a full 3D spectrum, one takes advantage of the isotropy of
the system by computing Eη(k,ω) the spectrum summed over
the directions of the wave vectors. This spectrum is shown in
Fig. 5 for a collection of increasing forcing magnitudes in the
numerical simulations. The case of weakest forcing is typical
of weak turbulence, for which energy is localized in the very
vicinity of the linear dispersion relation. A spectacular effect
of the increase of the forcing magnitude is the emergence
of a “tongue” of energy centered around the zero frequency,
in addition to the dispersion relation. This tongue is more
and more present when increasing the forcing at its highest
magnitudes. This extra component of the spectrum is the
most obvious trace of the presence of the structures in the
dynamics.

The growth of the tongue of energy is also visible in
Fig. 6, which shows cuts of Eη(k,ω) at two given values of
the wave number k. At low forcing the spectrum is strongly
peaked at frequencies close to the linear dispersion relation
with the previously mentioned slight nonlinear shift. As the
nonlinearity of the waves in the turbulent state is decreasing
with the wave number, so does the nonlinear shift: the
frequency of the peak is almost equal to the linear frequency
at the highest wave numbers. The widening of the peak with

042204-4

stronger forcing: emergence of singularities

weakest 
forcing

strongest 
forcing

DNS

Miquel, Alexakis, Josserand & Mordant,  
Phys. Rev. Lett. 2013

pseudo spectral DNS 
of thin plate equations
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intermittency: statistics of curvature  (Laplacian)Δζ
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Internal waves — Stratified turbulence



Stratification
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Internal waves

density stratified fluid 
inertia-gravity waves

enhanced turbulence (see the section on “Near-
field tidal mixing”). State-of-the-art ocean climate 
simulations prior to the CPT, as represented by the 
Geophysical Fluid Dynamics Laboratory (GFDL) and 
National Center for Atmospheric Research (NCAR) 
phase 5 of the Coupled Model Intercomparison 
Project (CMIP5) simulations (Dunne et al. 2012; 
Danabasoglu et al. 2012), included a version of Eq. (3) 
(see the section on “Near-field tidal mixing”), along 
with parameterizations of mixing in the surface 
(Large et al. 1994) and bottom boundary layers and/
or overflows (Legg et al. 2006; Danabasoglu et al. 
2010) and mixing from resolved shear (Large et al. 
1994; Jackson et al. 2008). These parameterizations 
produced spatially and temporally varying diapycnal 
diffusivities, with bottom enhancement and stratifi-
cation dependence. However, these simulations did 
not include an energetically consistent representation 
of internal tide breaking away from the generation 
site, explicit representation of mixing from internal 
waves generated by winds and subinertial f lows, nor 
spatial and temporal variability in the dissipation 
vertical profile. The work described here has revolved 

around developing and testing energetically con-
sistent, spatially and temporally variable mixing 
parameterizations. The resulting parameterizations 
are based upon internal gravity wave dynamics and 
the patterns of wave generation, propagation, and 
dissipation.

Overall strategy and philosophy of the CPT approach. 
As with previous CPTs, we have found that param-
eterizations are most productively developed when 
there is a broad base of knowledge that is in a state 
of readiness to be consolidated, implemented, and 
tested. Much of the basic research described here 
was published or nearing completion at the time 
this project started, allowing for a focused effort on 
parameterization development, model implementa-
tion, and global model testing. A key CPT component 
was the inclusion of four dedicated postdoctoral 
scholars, who formed “the glue” to bridge the exper-
tise of different principal investigators, promoting 
projects at the intersection of theory and models, 
observations, and simulations, while gaining valuable 
broad training and networking.

FIG. 1. Schematic of internal wave mixing processes in the open ocean that are considered as part of this CPT. 
Tides interact with topographic features to generate high-mode internal waves (e.g., at midocean ridges) and 
low-mode internal waves (e.g., at tall steep ridges such as the Hawaiian Ridge). Deep currents flowing over 
topography can generate lee waves (e.g., in the Southern Ocean). Storms cause inertial oscillations in the mixed 
layer, which can generate both low- and high-mode internal waves (e.g., beneath storm tracks). In the open 
ocean, these internal waves can scatter off of rough topography and potentially interact with mesoscale fronts 
and eddies until they ultimately dissipate through wave–wave interactions. Internal waves that reach the shelf 
and slope can scatter or amplify as they propagate toward shallower water.
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Stratified and/or rotating turbulence

N. Mordant (Grenoble) with C. Savaro, C. Rodda (Simons post-doc)

has lower amplitude with little change in spectral slope at
high frequency (Figure 5). We anticipate results presented
below by stating here that annual average spectral levels at
Site D tend to be larger than those at other places, and thus,
being a fit to wintertime conditions, the Garrett and Munk
model is a poor description of the background internal
wavefield in much of the world ocean.
[54] Despite the vertical spectrum being defined using

data obtained elsewhere, recent vertical profile data data
from Site D are remarkably consistent with the GM76 model
(1/(m*

2 + m2)) (Figure 6). Wintertime conditions exhibit both
enhanced spectral levels (amplitude factors of 2.75 versus
1.75) and relatively more variance at low modes ( j* = 4–5
versus j* = 10) than summertime data. Wintertime conditions
also exhibit larger ratios of kinetic to potential energy at high
wavenumber, implying an increased input of near‐inertial
energy during wintertime and relaxation to higher frequencies.
3.3.2. The Sargasso Sea
[55] A large number of experiments have been located in

the Sargasso Sea over the Hatteras Abyssal Plain. On the
southern side of the Gulf Stream, this region exhibits an
energetic eddy field having significant north‐south gra-
dients. Eddy energy levels are typically less than noted at
Site D. A tidal (M2) peak is apparent in the temperature and
velocity spectra. Müller et al. [1978] find that fluctuations at

this frequency have larger characteristic vertical scales than
the internal wave continuum, and there is evidence of sim-
ilar features at the first several harmonics. From current
meter data at 28°N, 70°W, Noble [1975] and Hendry [1977]
estimate net fluxes at M2 to be to the southeast and infer the
source to be the Blake Escarpment, near the western bound-
ary. Alford and Zhao [2007], on the other hand, document net
semidiurnal fluxes to the north‐northwest (at 31°N, 69° 30′W)
and southwest (at 34°N, 70°W).
[56] The bottom near midbasin is well sedimented and

smooth at 28°N, 70°W, the locus of the Mid‐Ocean
Dynamics Experiment and the Internal Wave Experiment.
Rougher topography is noted to the east. (One also finds
mud waves. Mud waves are sedimentary features of 1–10 km
horizontal wavelength having amplitudes of tens to hundreds
of meters. These horizontal scales are appropriate for the
generation of freely propagating internal lee waves (with
Eulerian frequency s = 0) if the intrinsic frequency w = s −
p · u lies between the Coriolis and buoyancy frequencies:
f ≤ p · u ≤ N. Significant coupling between the “mean”
and internal wavefield is anticipated at mean flow rates of
0.1–0.2 m s−1. Sediment transport is an issue at such flow
rates and the possibility exists that the lee wave velocity
perturbations affect the deposition and erosion process so as
to reinforce the mud waves [Blumsack, 1993]. But this gets

Figure 2. Site D frequency spectra of horizontal kinetic energy (blue lines). These are the Site D data
that appeared in the original GM72 paper. Black curves represent fits of (21) with r = 2. The thick vertical
lines represent the buoyancy frequency cutoff. The spectra have been offset by 1 decade for clarity.
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weak turbulence of internal waves ?

L'vov, Polzin & Tabak, PRL 2004

u !r;!" # r"!r;!". The straining ! # !=!@z!" can
also be interpreted as the fluid density in isopycnal
coordinates.

These two variables form a canonically conjugated
Hamiltonian pair, so that the primitive equations of
motion (i.e., conservation of horizontal momentum, hy-
drostatic balance, mass conservation, and the incompres-
sibility constraint) can be written in canonical form,

@t! # #H =#"; @t" # $#H =#!;

H # 1

2

Z
!

! jr"j2 $
"
"
"
"
"
"
"

Z ! !

!1
d!1

"
"
"
"
"
"
"

2
#

dr d!: (3)

The first term in the Hamiltonian clearly corresponds to

the kinetic energy of the flow, and the second term can be
shown to correspond analogously to the potential energy.

Perturbing an equilibrium reference profile !0 #
$g=N2, performing the Fourier transform, and introduc-
ing a complex field variable ap via

"p #
iN $$$$$$$!p

p
$$$$$$

2g
p

k
!ap $a%$p"; !p #

$$$
g

p
k

$$$$$$$$$

2!p
p

N
!ap &a%$p";

where p # !k; m" is the 3D wave vector, N is buoyancy
frequency, and g is gravity acceleration; the canonical
pair of equations of motion and the Hamiltonian (3) read

i
@
@t

ap # @H
@a%p

; where H #
Z

!pjapj2 dp&
Z

Vp3
p1p2

!a%p1
a%p2

ap3
& ap1

a%p2
a%p3

"#p1$p2$p3
dp1dp2dp3

&
Z 1

6
Vp3
p1p2

!a%p1
a%p2

a%p3
& ap1

ap2
ap3

"#p1&p2&p3
dp1dp2dp3;

with wave-wave interaction matrix elements given by
[12]: Vp

p1p2
# Up

p1p2
&Up1

pp2
&Up2

pp1
with

Up
p1p2

# $ N
4

$$$$$$

2g
p k2 'k3

k2k3

$$$$$$$$$$$$$$$$

!p2
!p3

!p1

s

k1:

These field equations are equivalent to the primitive
equations of motion for internal waves (up to the hydro-
static balance and Boussinesq approximation); the work
reviewed in [10] instead resorted to a small-displacement
approximation to arrive at similar equations. We will
argue elsewhere that this extra assumption does not pro-
vide an internally consistent description of interactions
between extremely scale separated waves. For the
purposes of this Letter, it suffices to note that the two
kinetic equations are different and yield different steady
solutions.

We shall characterize the field of interacting internal
waves by its wave action #p$p0np # hapa%p0 i.

Under the assumption of weak nonlinear interaction,
one derives a closed equation for the evolution of the
wave action, the kinetic equation. Assuming horizontal
isotropy, the kinetic equation can be reduced further by
averaging over all horizontal angles, obtaining [with p #
!k;m" and dp1dp2 # dk1dm1dk2dm2]
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f2(!kk1"2 & !kk2"2 & !k1k2"2) $ k4 $ k41 $ k42g1=2=2.

A family of steady-state power-law solutions to the
kinetic equation.— In wave turbulence theory, three-
wave kinetic equations admit two classes of exact sta-
tionary solutions: thermodynamic equilibrium and
Kolmogorov flux solutions, with the latter corresponding

to a direct cascade of energy—or other conserved quan-
tities—toward the higher modes. The fact that the ther-
modynamic equilibrium—or equipartition of energy—
np # 1=!p is a stationary solution of (4) can be seen by
inspection, whereas in order to find Kolmogorov spectra
one needs to be more elaborate. In [12] we used the
Zakharov-Kuznetsov conformal mapping [25–27] to
show analytically that the following wave action spec-
trum constitutes an exact steady-state solution of (4) [note
the difference with (1)]:

nk;m # n0jkj$7=2jmj$1=2; E!m;!" /!$1:5m$2: (5)

Remarkably though, this is not the only steady-state
solution of the kinetic equation having nonzero spectral
energy fluxes. In fact, there is a full family of such power-
law steady solutions. To see this, consider the kinetic
Eq. (4), and substitute into it the ansatz (2). Let us
now denote the resulting right-hand side of (4) by
I!k;m". For steady states, I!k;m" needs to vanish for all
values of k and m, for appropriately chosen values of
!x; y". However, once I vanishes for one such wave number
!k;m", it does so for all, due to the fact that I is a
bihomogeneous function of k and m:

I!$k;%m" # $4&2x%1&2yI!k;m": (6)

Hence, we can fix k and m, and seek zeros of I as a
function of x and y. The exact analytical solution (5)
cannot correspond to an isolated zero of I, since
!@xI; @yI" is nonzero (it is proportional to the energy
flux in the Kolmogorov solution [22]). Hence, by the
implicit function theorem, there must exist a curve of
zeros of I!x; y".

Since this family of steady-state solutions is not all
apparently amenable to a closed form, we sought the
zeros of I by numerical integration. This involves a
certain amount of work. First, the delta functions in (4)
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u !r;!" # r"!r;!". The straining ! # !=!@z!" can
also be interpreted as the fluid density in isopycnal
coordinates.

These two variables form a canonically conjugated
Hamiltonian pair, so that the primitive equations of
motion (i.e., conservation of horizontal momentum, hy-
drostatic balance, mass conservation, and the incompres-
sibility constraint) can be written in canonical form,
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The first term in the Hamiltonian clearly corresponds to

the kinetic energy of the flow, and the second term can be
shown to correspond analogously to the potential energy.
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equations of motion for internal waves (up to the hydro-
static balance and Boussinesq approximation); the work
reviewed in [10] instead resorted to a small-displacement
approximation to arrive at similar equations. We will
argue elsewhere that this extra assumption does not pro-
vide an internally consistent description of interactions
between extremely scale separated waves. For the
purposes of this Letter, it suffices to note that the two
kinetic equations are different and yield different steady
solutions.

We shall characterize the field of interacting internal
waves by its wave action #p$p0np # hapa%p0 i.

Under the assumption of weak nonlinear interaction,
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Eq. (4), and substitute into it the ansatz (2). Let us
now denote the resulting right-hand side of (4) by
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Hence, we can fix k and m, and seek zeros of I as a
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cannot correspond to an isolated zero of I, since
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derivation of the kinetic equation

for internal gravity waves


(  )f ≪ ω ≪ N

n(k, m) ∝ k−a |m |−b

family of solutions

only stationary solution:

n(k, m) ∝ k−3.69 |m |0

n(k, m) ∝ k−4 |m |0

Garrett & Munk:

see Dematteis & Lvov, ArXiv 2010.06717
direct cascade in scales



experiments for strongly stratified turbulence

Re =
UL
ν

Fr =
U
NL

Reynolds ( Rossby  )Ro =
U

LΩ
Froude

(for pure rotation: see work by P.-P. Cortet, PRL 2020)

for stratified turbulence:

Re =
UL
ν

≫ 1 Fr =
U
NL

≪ 1

N ≲ 1 rad/stechnically 

with water & salt and  given ➙  moderate and  large ➙ large facilityν U L

Reb = ReFr2 ≫ 1buoyancy Reynolds number
see Brethouwer, Billant, Lindborg & Chomaz JFM 2007

there are not only waves but also vorticity !



internal gravity wave turbulence in Coriolis facility

Coriolis facility in Grenoble 

- 13m-diameter, 1m-deep, 130 tons water

- rotation up to 6 rpm

- stratification with salt (~1ton of salt)



internal gravity wave turbulence in Coriolis facility

axis of 
rotation

motor link
linearly stratified water+salt  

(with ~1 ton of salt !)

1 m

difficulty: 3D and anisotropic !



internal gravity wave turbulence in Coriolis facility

oscillating walls

ultrasonic

probe

conductivity

probes

cameras

1m

6 m

lasers



M. Calpe-LinaresA. Campagne



time-resolved Particle Image Velocimetry (PIV) measurement

horizontal laser sheet (25W): horizontal velocity 
scanned vertically for 3D measurement (3 scans/s) 

12 Mpixels camera, 100 frames/s 
3D-2C PIV

vertical laser sheet: 2D PIV

seeding of the fluid by  
polystyrene particles matched in density 

(for stratified flows)



time-resolved Particle Image Velocimetry (PIV) measurement

transitory state after starting the forcing

after a few minutes

• development of small scales

• development of other frequencies

• mixing

accelerated 50 times…



frequency spectrum: parameters
4

Dataset A duration fields uf Ref Frf Rebf �u �v �w kb

[cm] [min] [cm/s] [cm/s] [cm/s] [cm/s] [m
�1

]

A 2 ? v & h 0.8 8400 0.014 1.6 0.4 0.6 0.8 70

B 3 ? v & h 1.3 13000 0.021 5.6 0.7 0.8 1.0 50

C 4 ? v & h 1.7 17000 0.028 13 1.0 1.4 1.1 35

D 5 ? h 2.1 21000 0.035 26 1.5 1.4 n/a 28

Table I: Parameters of the experiments. A is the amplitude of oscillation of the wavemakers. The ‘fields’ column specifies

which of the PIV fields are available (‘h’ stand for the horizontal measurement and ‘v’ for the vertical one). uf is the velocity

of the top of the panels of the wavemakers providing a typical horizontal velocity uf = 0.7NA. The forcing Reynolds number

is Ref = ufH/⌫ with ⌫ the viscosity of water. The forcing Froude number is defined as Frf = uf/NH = 0.7A/H. The forcing

buoyancy Reynolds number is Rebf = RefFr
2
f = 0.34A

3
N/H⌫. �u, �v and �w are the rms values of the velocity along the x,

y and z axes respectively. kb is the buoyancy wave number estimated as kb = N/uf .

III. FREQUENCY ANALYSIS

Examples of frequency power spectra density of the velocity fields and density are shown in fig. 2 for the smallest
forcing amplitude A = 2 cm. Frequency is normalized with the Brunt-Väisälä frequency : !⇤ = !/N (thus waves can
exist only for !⇤  1). The frequency spectra are computed using the standard Welch method in which a discrete
Fourier transform is performed on successive segments of data of finite duration with a 50% overlap. Furthermore
the velocity spectra are averaged over all space points available. The spectra of u and v are very similar as expected
from the square symmetry of the setup. The main feature of the spectra is a rather flat continuum for !⇤ < 0.8
with several sharp peaks. The spectrum of w show similar peaks but the continuum part is slightly increasing with
!. For !⇤ > 1, the spectra are fast decaying before becoming flat at !⇤ > 3 when reaching the noise level. The fast
decay for !⇤ > 1 is consistent with the fact that the frequency of inertial waves cannot be greater than N as can
be concluded from the dispersion relation (1). This observation is thus a first hint that much of the energy could be
due to waves. Furthermore the peaks can be associated with mode frequencies due to the finite size of the tank. For
internal waves in a square box, Maas showed that the discrete modes have a very standard spatial structure, with the
pressure variations being [Maas]:

p(x, y, z) / cos(2⇡nxx/L) cos(2⇡nyy/L) cos(2⇡nzz/H) , (3)

where nx, ny and nz are multiples of 1/2. The possible discrete frequencies are then

!⇤ =
1q

1 + (nz/H)2

(n2
x+n2

y)/L
2

. (4)

Fig. 2(a) shows the position of the frequencies for nz = 1/2, 1 (i.e. modes with 1/2 and 1 wavelength in the height
H of the tank), nx = 0 and ny = 1/2⇥ (1 · · · 8) This corresponds to the frequencies of 2D modes excited by a single
wave maker and bouncing back on the facing wall. It can be seen that the observed peaks correspond indeed to these
modes. They are excited through nonlinearity from the forcing. There is then a transfer of energy to small frequencies
as well as a transfer to smaller vertical scales as some modes correspond to smaller vertical wavelengths that the mode
nz = 1/2 which is directly forced by the wavemaker. The peaks of the spectrum are thus associated to waves which
are likely to be weakly nonlinear as the frequency remains close to that of the linear waves.
ajouter les equations ds hypothese de Boussinesq. The linearized scalar advection equation can be written

(when discarding the molecular di↵usion) [Vallis?]

@b

@t
= �N2w (5)

where b = �⇢

⇢
g, with �⇢ being the density departure from the linear density stratification. Thus, for weakly non linear

regimes, one expects the spectrum of b to follow Ew(!) = Eb(!)!2/N4. Fig. 2(b) shows the comparison between the
lhs and rhs of this inequality. One sees that indeed for ! < N the two curves are very close. For ! > N , the curves
are well separated. This observation is consistent with the dominance of weakly non linear waves that can exist only
for !  N . Note that one reason for which the agreement is not perfect could be that the measurements of velocity
and density are not done at the same place in the experiment. The velocity is measured on a large area at the center
of the domain while the density is measured in 2 points closer to the wall.

3

1 m

Figure 1: Experiment in Coriolis facility. Schematic of experimental setup, Schematic of waves maker. L = 6 m, H = 1 m.

Reynolds number by using H as the length scale (which is half the vertical wavelength forced by the wavemaker)
and the maximum horizontal velocity 0.7NA of the top of the oscillating panel (assuming a perfect e�ciency of the
wavemaker) so that Ref = 0.7NHA/⌫ which lies between 8 103 and 2 104 with the parameters of the experiment
(see table I). The various walls are sealed with canvas so that the flow domain remains isolated from water outside
the domain. The whole tank is filled up by a 1 m depth stable linear stratification of salt water so that the Brunt-
Väisälä frequency is uniform and is close to N = 0.6 rad/s (which corresponds to a minimum wave period of 10 s).
Four pre-calibrated conductivity probes monitor the density field. Two probes are fixed at di↵erent depths and two
are mounted on a vertical profiler to record profiles of stratification before and during experiments. To perform
Particle Image Velocimetry (PIV) measurement, the fluid is seeded with particles which density spans that of the
fluid stratification. In this way particles are scattered all over the fluid volume and do not settle down. The particles
were obtained by heating slightly polystyrene beads. Thin layers are left free of particle at the top and the bottom
of the fluid to avoid sedimentation at the bottom and floating particles at the top as the presence of mixed layers at
the top and bottom is unavoidable. Two distinct PIV setups are installed in the experiment : bidimensional - two
components (2D-2C) in a vertical and a horizontal plane:

• a vertical light sheet is generated with a fast oscillating mirror using a 5 W, 532 nm laser beam. Two side by
side cameras pointed downside to a 45� inclined mirror underwater record the whole water column (through
a transparent sidewall) and a total of 2 m in the y direction with some overlap. These cameras record at
constant frame rate (3.3 frames/s). They produce images for a 300 ms time resolved 2D PIV. We obtain thus
the components v and w in a plane of constant x. A di�culty associated with this PIV plane is that it is
more sensitive to fluctuations of the index of refraction than the next configuration due to the much longer
propagation distance of light between the laser sheet and the camera. At the stronger forcing, it results in a
blurring of the images due to localized strong mixing events on the path of light.

• a horizontal light sheet is generated using a 25 W, 532 nm laser passing through a Powell lens. A camera is
fixed XX meters above water level. Its field of view is 3⇥ 2 m2. A scanning mirror can be used to vertically
move the laser sheet. frame rate pour le non scanne verticalement ?

The sets of images are processed by the locally developed UVMat PIV software [URL] to calibrate the images and
extract the velocity field. The spatial resolution of the PIV is 1 cm for the vertical lasersheet and 2 cm for the
horizontal PIV. Parameters of the various experiments are given in table I.

1 mH=1m
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nz = 1/2 which is directly forced by the wavemaker. The peaks of the spectrum are thus associated to waves which
are likely to be weakly nonlinear as the frequency remains close to that of the linear waves.

ajouter les equations ds hypothese de Boussinesq. The linearized scalar advection equation can be written
(when discarding the molecular di↵usion) [Vallis?]

@b

@t
= �N2w (5)

where b = �⇢

⇢
g, with �⇢ being the density departure from the linear density stratification. Thus, for weakly non linear

regimes, one expects the spectrum of b to follow Ew(!) = Eb(!)!2/N4. Fig. 2(b) shows the comparison between the
lhs and rhs of this inequality. One sees that indeed for ! < N the two curves are very close. For ! > N , the curves
are well separated. This observation is consistent with the dominance of weakly non linear waves that can exist only
for !  N . Note that one reason for which the agreement is not perfect could be that the measurements of velocity
and density are not done at the same place in the experiment. The velocity is measured on a large area at the center
of the domain while the density is measured in 2 points closer to the wall.

velocity of forcing

2

to internal waves remains an open question to a large extent.
In this article, we focus on the phenomenon of wave-wave nonlinear interaction and we report experimental work

related to the generation of a turbulent spectrum of internal gravity waves. In the laboratory, it is possible to simplify
the setup so that to control and simplify the physics of the flow. Experiments are performed in the Coriolis facility
(Grenoble, France), which is a large scale facility specifically designed to study stratified flows (with the possible
addition of rotation which is not considered here). We directly force waves at large scale and high frequency in
a large 3D rectangle domain so that to observe the resulting nonlinear transfers. The main question is wether a
state of wave turbulence can be reached. The triadic nonlinear interaction could be observed previously in several
experiments but most often at the level of a single triad specifically to highlight the occurence of the Parametric
Subharmonic Instability (PSI) in which a single forced wave becomes unstable and gives rise to two daughter waves
at lower frequencies close to half the frequency of the mother wave [McEwan,Sommeria,Joubaud]. An exception is
the experimental work in the group of T. Dauxois in Lyon in a very specific setup involving internal wave attractors
[Dauxois]. The dispersion relation of internal waves is very specific. For a fluid of average density ⇢ with a varying
(stable) stratification d⇢

dz
< 0, a plane wave of wave vector k = (kx, ky, kz) (with z the altitude, positive to the top)

and frequency ! will follow:

!2 = N2 sin ✓ = N2 k2
x
+ k2

y

k2
x
+ k2

y
+ k2

z

(1)

In the above equation N is the Brunt-Väisälä

N =

s

�g

⇢

d⇢

dz
(2)

and ✓ is the angle between the wave vector k and the vertical. Due to this peculiar dispersion relation, the reflection on
an inclined surface does not follow the classical Snell-Descartes law. Indeed the conservation of the frequency imposes
the angle to the direction of gravity and the angle to the normal to the surface. A consequence of this feature is that
wave beams can be focussed at reflection (thus by a linear phenomenon) and lead to the concentration of energy on
a singular structure called attractor (see [Maas]). Dauxois and coworkers take advantage of this energy focussing as
for a large enough forcing, the attractor can become unstable (mostly through PSI) and generate nonlinear states of
internal waves (see [Dauxois...]). In this configuration energy is injected mostly at very small scales close to dissipative
scales which may not be the most e�cient way to develop a turbulent cascade. Furthermore their experimental tank
is 2D and relatively small. Size is an issue in experiments related to nonlinear internal waves. Indeed, to obtain a
flow strongly dominated by gravity e↵ects on needs the Froude number Fr = U

NR
to be small (U is a velocity scale,

R is a lengthscale). In experiments, the stratification is made with salt and N cannot be increased much above
typically 1 rad/s. To have a small Fr then one needs a small velocity and a large size. At the same time, in order
to have nonlinear e↵ects, one needs the Reynolds number Re = UR

⌫
to be large. Globally this means that U cannot

be too small and thus the size must be large so that to overcome dissipative e↵ects. This is our motivation to use
a setup that is significantly larger than previous experiments. Numerical simulations of strongly stratified flows are
now possible with ideal periodic boundary conditions [pouquet, augier, lindborg, linden, godeferd,minnini] but remain
challenging in weakly nonlinear conditions due to the large timescale separation between the wave period and the
long nonlinear time scale. Most studies do not really analyze specifically the wave dynamics. Note that flows strongly
dominated by rotation support inertial waves which share many similarities (at least at the linear level) with internal
gravity waves [Vallis?]. Experiments of rotating turbulence have shown to some extent nonlinear regimes of waves
[Campagne,Cortet, Sharon] but in setups in which waves are not really forced directly but rather through interaction
with vortices, which make the analysis more complex.

II. EXPERIMENTAL SETUP

Experiment were carried out inside the 13 m diameter tank of the Coriolis facility in Grenoble (fig. 1). Inside the
tank, we isolate a 6⇥ 6⇥ 1 m3 square domain with two adjacent motionless walls and two oscillating walls used as
waves generators. The wave generators oscillate around their mid-height horizontal axis, forcing the mode with one
half wavelength vertically (fig. 1). They are powered by a crankshaft system where the crank is a disk on which a
rod can be fixed at di↵erent radii to tune the amplitude of forcing oscillations A between 2 and 5 cm (i.e. the top
of the panel oscillates horizontally by ±A). The motor rotation rate control the frequency of forcing !f . For the
data presented in the present article, the frequency is randomly varied in a narrow band of width 5% centered on
!f/N = 0.7. Plane waves oscillating at this frequency would propagate with an angle ✓ ⇡ ⇡/4. One can build a forcingfrequency of forcing

Reynolds number

4

Dataset A duration fields uf Ref Frf Rebf �u �v �w kb

[cm] [min] [cm/s] [cm/s] [cm/s] [cm/s] [m
�1

]

A 2 ? v & h 0.8 8400 0.014 1.6 0.4 0.6 0.8 70

B 3 ? v & h 1.3 13000 0.021 5.6 0.7 0.8 1.0 50

C 4 ? v & h 1.7 17000 0.028 13 1.0 1.4 1.1 35

D 5 ? h 2.1 21000 0.035 26 1.5 1.4 n/a 28

Table I: Parameters of the experiments. A is the amplitude of oscillation of the wavemakers. The ‘fields’ column specifies

which of the PIV fields are available (‘h’ stand for the horizontal measurement and ‘v’ for the vertical one). uf is the velocity

of the top of the panels of the wavemakers providing a typical horizontal velocity uf = 0.7NA. The forcing Reynolds number

is Ref = ufH/⌫ with ⌫ the viscosity of water. The forcing Froude number is defined as Frf = uf/NH = 0.7A/H. The forcing

buoyancy Reynolds number is Rebf = RefFr
2
f = 0.34A

3
N/H⌫. �u, �v and �w are the rms values of the velocity along the x,

y and z axes respectively. kb is the buoyancy wave number estimated as kb = N/uf .

III. FREQUENCY ANALYSIS

Examples of frequency power spectra density of the velocity fields and density are shown in fig. 2 for the smallest
forcing amplitude A = 2 cm. Frequency is normalized with the Brunt-Väisälä frequency : !⇤ = !/N (thus waves can
exist only for !⇤  1). The frequency spectra are computed using the standard Welch method in which a discrete
Fourier transform is performed on successive segments of data of finite duration with a 50% overlap. Furthermore
the velocity spectra are averaged over all space points available. The spectra of u and v are very similar as expected
from the square symmetry of the setup. The main feature of the spectra is a rather flat continuum for !⇤ < 0.8
with several sharp peaks. The spectrum of w show similar peaks but the continuum part is slightly increasing with
!. For !⇤ > 1, the spectra are fast decaying before becoming flat at !⇤ > 3 when reaching the noise level. The fast
decay for !⇤ > 1 is consistent with the fact that the frequency of inertial waves cannot be greater than N as can
be concluded from the dispersion relation (1). This observation is thus a first hint that much of the energy could be
due to waves. Furthermore the peaks can be associated with mode frequencies due to the finite size of the tank. For
internal waves in a square box, Maas showed that the discrete modes have a very standard spatial structure, with the
pressure variations being [Maas]:

p(x, y, z) / cos(2⇡nxx/L) cos(2⇡nyy/L) cos(2⇡nzz/H) , (3)

where nx, ny and nz are multiples of 1/2. The possible discrete frequencies are then

!⇤ =
1q

1 + (nz/H)2

(n2
x+n2

y)/L
2

. (4)

Fig. 2(a) shows the position of the frequencies for nz = 1/2, 1 (i.e. modes with 1/2 and 1 wavelength in the height
H of the tank), nx = 0 and ny = 1/2⇥ (1 · · · 8) This corresponds to the frequencies of 2D modes excited by a single
wave maker and bouncing back on the facing wall. It can be seen that the observed peaks correspond indeed to these
modes. They are excited through nonlinearity from the forcing. There is then a transfer of energy to small frequencies
as well as a transfer to smaller vertical scales as some modes correspond to smaller vertical wavelengths that the mode
nz = 1/2 which is directly forced by the wavemaker. The peaks of the spectrum are thus associated to waves which
are likely to be weakly nonlinear as the frequency remains close to that of the linear waves.

ajouter les equations ds hypothese de Boussinesq. The linearized scalar advection equation can be written
(when discarding the molecular di↵usion) [Vallis?]

@b

@t
= �N2w (5)

where b = �⇢

⇢
g, with �⇢ being the density departure from the linear density stratification. Thus, for weakly non linear

regimes, one expects the spectrum of b to follow Ew(!) = Eb(!)!2/N4. Fig. 2(b) shows the comparison between the
lhs and rhs of this inequality. One sees that indeed for ! < N the two curves are very close. For ! > N , the curves
are well separated. This observation is consistent with the dominance of weakly non linear waves that can exist only
for !  N . Note that one reason for which the agreement is not perfect could be that the measurements of velocity
and density are not done at the same place in the experiment. The velocity is measured on a large area at the center
of the domain while the density is measured in 2 points closer to the wall.

Froude number

4

Dataset A duration fields uf Ref Frf Rebf �u �v �w kb

[cm] [min] [cm/s] [cm/s] [cm/s] [cm/s] [m
�1

]

A 2 ? v & h 0.8 8400 0.014 1.6 0.4 0.6 0.8 70

B 3 ? v & h 1.3 13000 0.021 5.6 0.7 0.8 1.0 50

C 4 ? v & h 1.7 17000 0.028 13 1.0 1.4 1.1 35

D 5 ? h 2.1 21000 0.035 26 1.5 1.4 n/a 28

Table I: Parameters of the experiments. A is the amplitude of oscillation of the wavemakers. The ‘fields’ column specifies

which of the PIV fields are available (‘h’ stand for the horizontal measurement and ‘v’ for the vertical one). uf is the velocity

of the top of the panels of the wavemakers providing a typical horizontal velocity uf = 0.7NA. The forcing Reynolds number

is Ref = ufH/⌫ with ⌫ the viscosity of water. The forcing Froude number is defined as Frf = uf/NH = 0.7A/H. The forcing

buoyancy Reynolds number is Rebf = RefFr
2
f = 0.34A

3
N/H⌫. �u, �v and �w are the rms values of the velocity along the x,

y and z axes respectively. kb is the buoyancy wave number estimated as kb = N/uf .

III. FREQUENCY ANALYSIS

Examples of frequency power spectra density of the velocity fields and density are shown in fig. 2 for the smallest
forcing amplitude A = 2 cm. Frequency is normalized with the Brunt-Väisälä frequency : !⇤ = !/N (thus waves can
exist only for !⇤  1). The frequency spectra are computed using the standard Welch method in which a discrete
Fourier transform is performed on successive segments of data of finite duration with a 50% overlap. Furthermore
the velocity spectra are averaged over all space points available. The spectra of u and v are very similar as expected
from the square symmetry of the setup. The main feature of the spectra is a rather flat continuum for !⇤ < 0.8
with several sharp peaks. The spectrum of w show similar peaks but the continuum part is slightly increasing with
!. For !⇤ > 1, the spectra are fast decaying before becoming flat at !⇤ > 3 when reaching the noise level. The fast
decay for !⇤ > 1 is consistent with the fact that the frequency of inertial waves cannot be greater than N as can
be concluded from the dispersion relation (1). This observation is thus a first hint that much of the energy could be
due to waves. Furthermore the peaks can be associated with mode frequencies due to the finite size of the tank. For
internal waves in a square box, Maas showed that the discrete modes have a very standard spatial structure, with the
pressure variations being [Maas]:

p(x, y, z) / cos(2⇡nxx/L) cos(2⇡nyy/L) cos(2⇡nzz/H) , (3)

where nx, ny and nz are multiples of 1/2. The possible discrete frequencies are then

!⇤ =
1q

1 + (nz/H)2

(n2
x+n2

y)/L
2

. (4)

Fig. 2(a) shows the position of the frequencies for nz = 1/2, 1 (i.e. modes with 1/2 and 1 wavelength in the height
H of the tank), nx = 0 and ny = 1/2⇥ (1 · · · 8) This corresponds to the frequencies of 2D modes excited by a single
wave maker and bouncing back on the facing wall. It can be seen that the observed peaks correspond indeed to these
modes. They are excited through nonlinearity from the forcing. There is then a transfer of energy to small frequencies
as well as a transfer to smaller vertical scales as some modes correspond to smaller vertical wavelengths that the mode
nz = 1/2 which is directly forced by the wavemaker. The peaks of the spectrum are thus associated to waves which
are likely to be weakly nonlinear as the frequency remains close to that of the linear waves.

ajouter les equations ds hypothese de Boussinesq. The linearized scalar advection equation can be written
(when discarding the molecular di↵usion) [Vallis?]

@b

@t
= �N2w (5)

where b = �⇢

⇢
g, with �⇢ being the density departure from the linear density stratification. Thus, for weakly non linear

regimes, one expects the spectrum of b to follow Ew(!) = Eb(!)!2/N4. Fig. 2(b) shows the comparison between the
lhs and rhs of this inequality. One sees that indeed for ! < N the two curves are very close. For ! > N , the curves
are well separated. This observation is consistent with the dominance of weakly non linear waves that can exist only
for !  N . Note that one reason for which the agreement is not perfect could be that the measurements of velocity
and density are not done at the same place in the experiment. The velocity is measured on a large area at the center
of the domain while the density is measured in 2 points closer to the wall.

buoyancy Reynolds number
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Dataset A duration fields uf Ref Frf Rebf �u �v �w kb

[cm] [min] [cm/s] [cm/s] [cm/s] [cm/s] [m
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]

A 2 ? v & h 0.8 8400 0.014 1.6 0.4 0.6 0.8 70

B 3 ? v & h 1.3 13000 0.021 5.6 0.7 0.8 1.0 50

C 4 ? v & h 1.7 17000 0.028 13 1.0 1.4 1.1 35

D 5 ? h 2.1 21000 0.035 26 1.5 1.4 n/a 28

Table I: Parameters of the experiments. A is the amplitude of oscillation of the wavemakers. The ‘fields’ column specifies

which of the PIV fields are available (‘h’ stand for the horizontal measurement and ‘v’ for the vertical one). uf is the velocity

of the top of the panels of the wavemakers providing a typical horizontal velocity uf = 0.7NA. The forcing Reynolds number

is Ref = ufH/⌫ with ⌫ the viscosity of water. The forcing Froude number is defined as Frf = uf/NH = 0.7A/H. The forcing

buoyancy Reynolds number is Rebf = RefFr
2
f = 0.34A

3
N/H⌫. �u, �v and �w are the rms values of the velocity along the x,

y and z axes respectively. kb is the buoyancy wave number estimated as kb = N/uf .

III. FREQUENCY ANALYSIS

Examples of frequency power spectra density of the velocity fields and density are shown in fig. 2 for the smallest
forcing amplitude A = 2 cm. Frequency is normalized with the Brunt-Väisälä frequency : !⇤ = !/N (thus waves can
exist only for !⇤  1). The frequency spectra are computed using the standard Welch method in which a discrete
Fourier transform is performed on successive segments of data of finite duration with a 50% overlap. Furthermore
the velocity spectra are averaged over all space points available. The spectra of u and v are very similar as expected
from the square symmetry of the setup. The main feature of the spectra is a rather flat continuum for !⇤ < 0.8
with several sharp peaks. The spectrum of w show similar peaks but the continuum part is slightly increasing with
!. For !⇤ > 1, the spectra are fast decaying before becoming flat at !⇤ > 3 when reaching the noise level. The fast
decay for !⇤ > 1 is consistent with the fact that the frequency of inertial waves cannot be greater than N as can
be concluded from the dispersion relation (1). This observation is thus a first hint that much of the energy could be
due to waves. Furthermore the peaks can be associated with mode frequencies due to the finite size of the tank. For
internal waves in a square box, Maas showed that the discrete modes have a very standard spatial structure, with the
pressure variations being [Maas]:

p(x, y, z) / cos(2⇡nxx/L) cos(2⇡nyy/L) cos(2⇡nzz/H) , (3)

where nx, ny and nz are multiples of 1/2. The possible discrete frequencies are then

!⇤ =
1q

1 + (nz/H)2

(n2
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y)/L
2

. (4)

Fig. 2(a) shows the position of the frequencies for nz = 1/2, 1 (i.e. modes with 1/2 and 1 wavelength in the height
H of the tank), nx = 0 and ny = 1/2⇥ (1 · · · 8) This corresponds to the frequencies of 2D modes excited by a single
wave maker and bouncing back on the facing wall. It can be seen that the observed peaks correspond indeed to these
modes. They are excited through nonlinearity from the forcing. There is then a transfer of energy to small frequencies
as well as a transfer to smaller vertical scales as some modes correspond to smaller vertical wavelengths that the mode
nz = 1/2 which is directly forced by the wavemaker. The peaks of the spectrum are thus associated to waves which
are likely to be weakly nonlinear as the frequency remains close to that of the linear waves.
ajouter les equations ds hypothese de Boussinesq. The linearized scalar advection equation can be written

(when discarding the molecular di↵usion) [Vallis?]

@b

@t
= �N2w (5)

where b = �⇢

⇢
g, with �⇢ being the density departure from the linear density stratification. Thus, for weakly non linear

regimes, one expects the spectrum of b to follow Ew(!) = Eb(!)!2/N4. Fig. 2(b) shows the comparison between the
lhs and rhs of this inequality. One sees that indeed for ! < N the two curves are very close. For ! > N , the curves
are well separated. This observation is consistent with the dominance of weakly non linear waves that can exist only
for !  N . Note that one reason for which the agreement is not perfect could be that the measurements of velocity
and density are not done at the same place in the experiment. The velocity is measured on a large area at the center
of the domain while the density is measured in 2 points closer to the wall.

2A

4

Dataset A duration fields uf Ref Frf Rebf �u �v �w kb

[cm] [min] [cm/s] [cm/s] [cm/s] [cm/s] [m
�1

]

A 2 ? v & h 0.8 8400 0.014 1.6 0.4 0.6 0.8 70

B 3 ? v & h 1.3 13000 0.021 5.6 0.7 0.8 1.0 50

C 4 ? v & h 1.7 17000 0.028 13 1.0 1.4 1.1 35

D 5 ? h 2.1 21000 0.035 26 1.5 1.4 n/a 28

Table I: Parameters of the experiments. A is the amplitude of oscillation of the wavemakers. The ‘fields’ column specifies

which of the PIV fields are available (‘h’ stand for the horizontal measurement and ‘v’ for the vertical one). uf is the velocity

of the top of the panels of the wavemakers providing a typical horizontal velocity uf = 0.7NA. The forcing Reynolds number

is Ref = ufH/⌫ with ⌫ the viscosity of water. The forcing Froude number is defined as Frf = uf/NH = 0.7A/H. The forcing

buoyancy Reynolds number is Rebf = RefFr
2
f = 0.34A

3
N/H⌫. �u, �v and �w are the rms values of the velocity along the x,

y and z axes respectively. kb is the buoyancy wave number estimated as kb = N/uf .

III. FREQUENCY ANALYSIS

Examples of frequency power spectra density of the velocity fields and density are shown in fig. 2 for the smallest
forcing amplitude A = 2 cm. Frequency is normalized with the Brunt-Väisälä frequency : !⇤ = !/N (thus waves can
exist only for !⇤  1). The frequency spectra are computed using the standard Welch method in which a discrete
Fourier transform is performed on successive segments of data of finite duration with a 50% overlap. Furthermore
the velocity spectra are averaged over all space points available. The spectra of u and v are very similar as expected
from the square symmetry of the setup. The main feature of the spectra is a rather flat continuum for !⇤ < 0.8
with several sharp peaks. The spectrum of w show similar peaks but the continuum part is slightly increasing with
!. For !⇤ > 1, the spectra are fast decaying before becoming flat at !⇤ > 3 when reaching the noise level. The fast
decay for !⇤ > 1 is consistent with the fact that the frequency of inertial waves cannot be greater than N as can
be concluded from the dispersion relation (1). This observation is thus a first hint that much of the energy could be
due to waves. Furthermore the peaks can be associated with mode frequencies due to the finite size of the tank. For
internal waves in a square box, Maas showed that the discrete modes have a very standard spatial structure, with the
pressure variations being [Maas]:

p(x, y, z) / cos(2⇡nxx/L) cos(2⇡nyy/L) cos(2⇡nzz/H) , (3)

where nx, ny and nz are multiples of 1/2. The possible discrete frequencies are then

!⇤ =
1q

1 + (nz/H)2

(n2
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y)/L
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. (4)

Fig. 2(a) shows the position of the frequencies for nz = 1/2, 1 (i.e. modes with 1/2 and 1 wavelength in the height
H of the tank), nx = 0 and ny = 1/2⇥ (1 · · · 8) This corresponds to the frequencies of 2D modes excited by a single
wave maker and bouncing back on the facing wall. It can be seen that the observed peaks correspond indeed to these
modes. They are excited through nonlinearity from the forcing. There is then a transfer of energy to small frequencies
as well as a transfer to smaller vertical scales as some modes correspond to smaller vertical wavelengths that the mode
nz = 1/2 which is directly forced by the wavemaker. The peaks of the spectrum are thus associated to waves which
are likely to be weakly nonlinear as the frequency remains close to that of the linear waves.
ajouter les equations ds hypothese de Boussinesq. The linearized scalar advection equation can be written

(when discarding the molecular di↵usion) [Vallis?]

@b

@t
= �N2w (5)

where b = �⇢

⇢
g, with �⇢ being the density departure from the linear density stratification. Thus, for weakly non linear

regimes, one expects the spectrum of b to follow Ew(!) = Eb(!)!2/N4. Fig. 2(b) shows the comparison between the
lhs and rhs of this inequality. One sees that indeed for ! < N the two curves are very close. For ! > N , the curves
are well separated. This observation is consistent with the dominance of weakly non linear waves that can exist only
for !  N . Note that one reason for which the agreement is not perfect could be that the measurements of velocity
and density are not done at the same place in the experiment. The velocity is measured on a large area at the center
of the domain while the density is measured in 2 points closer to the wall.
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Table I: Parameters of the experiments. A is the amplitude of oscillation of the wavemakers. The ‘fields’ column specifies

which of the PIV fields are available (‘h’ stand for the horizontal measurement and ‘v’ for the vertical one). uf is the velocity

of the top of the panels of the wavemakers providing a typical horizontal velocity uf = 0.7NA. The forcing Reynolds number

is Ref = ufH/⌫ with ⌫ the viscosity of water. The forcing Froude number is defined as Frf = uf/NH = 0.7A/H. The forcing

buoyancy Reynolds number is Rebf = RefFr
2
f = 0.34A

3
N/H⌫. �u, �v and �w are the rms values of the velocity along the x,

y and z axes respectively. kb is the buoyancy wave number estimated as kb = N/uf .

III. FREQUENCY ANALYSIS

Examples of frequency power spectra density of the velocity fields and density are shown in fig. 2 for the smallest
forcing amplitude A = 2 cm. Frequency is normalized with the Brunt-Väisälä frequency : !⇤ = !/N (thus waves can
exist only for !⇤  1). The frequency spectra are computed using the standard Welch method in which a discrete
Fourier transform is performed on successive segments of data of finite duration with a 50% overlap. Furthermore
the velocity spectra are averaged over all space points available. The spectra of u and v are very similar as expected
from the square symmetry of the setup. The main feature of the spectra is a rather flat continuum for !⇤ < 0.8
with several sharp peaks. The spectrum of w show similar peaks but the continuum part is slightly increasing with
!. For !⇤ > 1, the spectra are fast decaying before becoming flat at !⇤ > 3 when reaching the noise level. The fast
decay for !⇤ > 1 is consistent with the fact that the frequency of inertial waves cannot be greater than N as can
be concluded from the dispersion relation (1). This observation is thus a first hint that much of the energy could be
due to waves. Furthermore the peaks can be associated with mode frequencies due to the finite size of the tank. For
internal waves in a square box, Maas showed that the discrete modes have a very standard spatial structure, with the
pressure variations being [Maas]:

p(x, y, z) / cos(2⇡nxx/L) cos(2⇡nyy/L) cos(2⇡nzz/H) , (3)

where nx, ny and nz are multiples of 1/2. The possible discrete frequencies are then
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Fig. 2(a) shows the position of the frequencies for nz = 1/2, 1 (i.e. modes with 1/2 and 1 wavelength in the height
H of the tank), nx = 0 and ny = 1/2⇥ (1 · · · 8) This corresponds to the frequencies of 2D modes excited by a single
wave maker and bouncing back on the facing wall. It can be seen that the observed peaks correspond indeed to these
modes. They are excited through nonlinearity from the forcing. There is then a transfer of energy to small frequencies
as well as a transfer to smaller vertical scales as some modes correspond to smaller vertical wavelengths that the mode
nz = 1/2 which is directly forced by the wavemaker. The peaks of the spectrum are thus associated to waves which
are likely to be weakly nonlinear as the frequency remains close to that of the linear waves.

ajouter les equations ds hypothese de Boussinesq. The linearized scalar advection equation can be written
(when discarding the molecular di↵usion) [Vallis?]

@b

@t
= �N2w (5)

where b = �⇢

⇢
g, with �⇢ being the density departure from the linear density stratification. Thus, for weakly non linear

regimes, one expects the spectrum of b to follow Ew(!) = Eb(!)!2/N4. Fig. 2(b) shows the comparison between the
lhs and rhs of this inequality. One sees that indeed for ! < N the two curves are very close. For ! > N , the curves
are well separated. This observation is consistent with the dominance of weakly non linear waves that can exist only
for !  N . Note that one reason for which the agreement is not perfect could be that the measurements of velocity
and density are not done at the same place in the experiment. The velocity is measured on a large area at the center
of the domain while the density is measured in 2 points closer to the wall.

modes of the rectangular box

4

Dataset A duration fields uf Ref Frf Rebf �u �v �w kb

[cm] [min] [cm/s] [cm/s] [cm/s] [cm/s] [m
�1

]

A 2 ? v & h 0.8 8400 0.014 1.6 0.4 0.6 0.8 70

B 3 ? v & h 1.3 13000 0.021 5.6 0.7 0.8 1.0 50

C 4 ? v & h 1.7 17000 0.028 13 1.0 1.4 1.1 35

D 5 ? h 2.1 21000 0.035 26 1.5 1.4 n/a 28

Table I: Parameters of the experiments. A is the amplitude of oscillation of the wavemakers. The ‘fields’ column specifies

which of the PIV fields are available (‘h’ stand for the horizontal measurement and ‘v’ for the vertical one). uf is the velocity

of the top of the panels of the wavemakers providing a typical horizontal velocity uf = 0.7NA. The forcing Reynolds number

is Ref = ufH/⌫ with ⌫ the viscosity of water. The forcing Froude number is defined as Frf = uf/NH = 0.7A/H. The forcing

buoyancy Reynolds number is Rebf = RefFr
2
f = 0.34A

3
N/H⌫. �u, �v and �w are the rms values of the velocity along the x,

y and z axes respectively. kb is the buoyancy wave number estimated as kb = N/uf .

III. FREQUENCY ANALYSIS

Examples of frequency power spectra density of the velocity fields and density are shown in fig. 2 for the smallest
forcing amplitude A = 2 cm. Frequency is normalized with the Brunt-Väisälä frequency : !⇤ = !/N (thus waves can
exist only for !⇤  1). The frequency spectra are computed using the standard Welch method in which a discrete
Fourier transform is performed on successive segments of data of finite duration with a 50% overlap. Furthermore
the velocity spectra are averaged over all space points available. The spectra of u and v are very similar as expected
from the square symmetry of the setup. The main feature of the spectra is a rather flat continuum for !⇤ < 0.8
with several sharp peaks. The spectrum of w show similar peaks but the continuum part is slightly increasing with
!. For !⇤ > 1, the spectra are fast decaying before becoming flat at !⇤ > 3 when reaching the noise level. The fast
decay for !⇤ > 1 is consistent with the fact that the frequency of inertial waves cannot be greater than N as can
be concluded from the dispersion relation (1). This observation is thus a first hint that much of the energy could be
due to waves. Furthermore the peaks can be associated with mode frequencies due to the finite size of the tank. For
internal waves in a square box, Maas showed that the discrete modes have a very standard spatial structure, with the
pressure variations being [Maas]:

p(x, y, z) / cos(2⇡nxx/L) cos(2⇡nyy/L) cos(2⇡nzz/H) , (3)

where nx, ny and nz are multiples of 1/2. The possible discrete frequencies are then
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Fig. 2(a) shows the position of the frequencies for nz = 1/2, 1 (i.e. modes with 1/2 and 1 wavelength in the height
H of the tank), nx = 0 and ny = 1/2⇥ (1 · · · 8) This corresponds to the frequencies of 2D modes excited by a single
wave maker and bouncing back on the facing wall. It can be seen that the observed peaks correspond indeed to these
modes. They are excited through nonlinearity from the forcing. There is then a transfer of energy to small frequencies
as well as a transfer to smaller vertical scales as some modes correspond to smaller vertical wavelengths that the mode
nz = 1/2 which is directly forced by the wavemaker. The peaks of the spectrum are thus associated to waves which
are likely to be weakly nonlinear as the frequency remains close to that of the linear waves.

ajouter les equations ds hypothese de Boussinesq. The linearized scalar advection equation can be written
(when discarding the molecular di↵usion) [Vallis?]

@b

@t
= �N2w (5)

where b = �⇢

⇢
g, with �⇢ being the density departure from the linear density stratification. Thus, for weakly non linear

regimes, one expects the spectrum of b to follow Ew(!) = Eb(!)!2/N4. Fig. 2(b) shows the comparison between the
lhs and rhs of this inequality. One sees that indeed for ! < N the two curves are very close. For ! > N , the curves
are well separated. This observation is consistent with the dominance of weakly non linear waves that can exist only
for !  N . Note that one reason for which the agreement is not perfect could be that the measurements of velocity
and density are not done at the same place in the experiment. The velocity is measured on a large area at the center
of the domain while the density is measured in 2 points closer to the wall.
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wave turbulence ?

6

Figure 3: Power spectra density of the horizontal velocity (sum of the PSDs of u and v) as a function of A.

axisymmetric around the vertical axis and which follow the linear dispersion relation. Then the statistics of a depends
only on k = |k| and ! (that gives the dependency in ✓ through the dispersion relation). One can first average over
realizations so that

h|w(k,!)|2i = h|a(k,!)|2i sin2 ✓ (6)

and

h|v(k,!)|2i = h|a(k,!)|2i cos2 ✓ sin2 � (7)

with h|a(k,!)|2i depending only on k and !.
We can now sum over the angle � so that

Z 2⇡

0
h|w(k,!)|2id� = 2⇡h|a(k,!)|2i sin2 ✓ (8)

and
Z 2⇡

0
h|v(k,!)|2id� = ⇡h|a(k,!)|2i cos2 ✓ (9)

By further summing over k one obtains the frequency spectrum Ew(!) and Ev(!) so that the ratio of the two gives

Ew(!)

Ev(!)
=

2 sin2 ✓

cos2 ✓
=

2(!⇤)2

1� (!⇤)2
, (10)

which is due to geometric constraints imposed by the structure of the waves.
Fig. 4 shows the ratio E

w(!)
Ev(!) of the measured spectra for the same dataset as the previous figure as well as higher

forcing intensities, together with the rhs of (10) (black line). One sees that indeed the ratio of the spectra are very
close to the prediction of the simple axisymmetric model for both the continuum and the peaks (except for one
peak at !⇤ close to 0.5). It again suggests strongly that our flow is indeed an axisymmetric superposition of weakly
nonlinear waves. The experimental lines are actually getting slightly closer to the model prediction when the forcing
is increased.
Although the motion is made of weakly nonlinear waves, the velocity field does not seem to be strongly anisotropic

as can be seen from the comparison of the values of the rms horizontal and vertical velocities �u, �v and �w (see
table I). A strong anisotropy is expected in strongly stratified flows [ref theo]. Here, the large scale velocity is actually

axisymmetric superposition  
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kinematic relation
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Dataset A duration fields uf Ref Frf Rebf �u �v �w kb

[cm] [min] [cm/s] [cm/s] [cm/s] [cm/s] [m
�1

]

A 2 ? v & h 0.8 8400 0.014 1.6 0.4 0.6 0.8 70

B 3 ? v & h 1.3 13000 0.021 5.6 0.7 0.8 1.0 50

C 4 ? v & h 1.7 17000 0.028 13 1.0 1.4 1.1 35

D 5 ? h 2.1 21000 0.035 26 1.5 1.4 n/a 28

Table I: Parameters of the experiments. A is the amplitude of oscillation of the wavemakers. The ‘fields’ column specifies

which of the PIV fields are available (‘h’ stand for the horizontal measurement and ‘v’ for the vertical one). uf is the velocity

of the top of the panels of the wavemakers providing a typical horizontal velocity uf = 0.7NA. The forcing Reynolds number

is Ref = ufH/⌫ with ⌫ the viscosity of water. The forcing Froude number is defined as Frf = uf/NH = 0.7A/H. The forcing

buoyancy Reynolds number is Rebf = RefFr
2
f = 0.34A

3
N/H⌫. �u, �v and �w are the rms values of the velocity along the x,

y and z axes respectively. kb is the buoyancy wave number estimated as kb = N/uf .

III. FREQUENCY ANALYSIS

Examples of frequency power spectra density of the velocity fields and density are shown in fig. 2 for the smallest
forcing amplitude A = 2 cm. Frequency is normalized with the Brunt-Väisälä frequency : !⇤ = !/N (thus waves can
exist only for !⇤  1). The frequency spectra are computed using the standard Welch method in which a discrete
Fourier transform is performed on successive segments of data of finite duration with a 50% overlap. Furthermore
the velocity spectra are averaged over all space points available. The spectra of u and v are very similar as expected
from the square symmetry of the setup. The main feature of the spectra is a rather flat continuum for !⇤ < 0.8
with several sharp peaks. The spectrum of w show similar peaks but the continuum part is slightly increasing with
!. For !⇤ > 1, the spectra are fast decaying before becoming flat at !⇤ > 3 when reaching the noise level. The fast
decay for !⇤ > 1 is consistent with the fact that the frequency of inertial waves cannot be greater than N as can
be concluded from the dispersion relation (1). This observation is thus a first hint that much of the energy could be
due to waves. Furthermore the peaks can be associated with mode frequencies due to the finite size of the tank. For
internal waves in a square box, Maas showed that the discrete modes have a very standard spatial structure, with the
pressure variations being [Maas]:

p(x, y, z) / cos(2⇡nxx/L) cos(2⇡nyy/L) cos(2⇡nzz/H) , (3)

where nx, ny and nz are multiples of 1/2. The possible discrete frequencies are then

!⇤ =
1q

1 + (nz/H)2

(n2
x+n2

y)/L
2

. (4)

Fig. 2(a) shows the position of the frequencies for nz = 1/2, 1 (i.e. modes with 1/2 and 1 wavelength in the height
H of the tank), nx = 0 and ny = 1/2⇥ (1 · · · 8) This corresponds to the frequencies of 2D modes excited by a single
wave maker and bouncing back on the facing wall. It can be seen that the observed peaks correspond indeed to these
modes. They are excited through nonlinearity from the forcing. There is then a transfer of energy to small frequencies
as well as a transfer to smaller vertical scales as some modes correspond to smaller vertical wavelengths that the mode
nz = 1/2 which is directly forced by the wavemaker. The peaks of the spectrum are thus associated to waves which
are likely to be weakly nonlinear as the frequency remains close to that of the linear waves.
ajouter les equations ds hypothese de Boussinesq. The linearized scalar advection equation can be written

(when discarding the molecular di↵usion) [Vallis?]

@b

@t
= �N2w (5)

where b = �⇢

⇢
g, with �⇢ being the density departure from the linear density stratification. Thus, for weakly non linear

regimes, one expects the spectrum of b to follow Ew(!) = Eb(!)!2/N4. Fig. 2(b) shows the comparison between the
lhs and rhs of this inequality. One sees that indeed for ! < N the two curves are very close. For ! > N , the curves
are well separated. This observation is consistent with the dominance of weakly non linear waves that can exist only
for !  N . Note that one reason for which the agreement is not perfect could be that the measurements of velocity
and density are not done at the same place in the experiment. The velocity is measured on a large area at the center
of the domain while the density is measured in 2 points closer to the wall.

linearized equation for buoyancy

4

Dataset A duration fields uf Ref Frf Rebf �u �v �w kb

[cm] [min] [cm/s] [cm/s] [cm/s] [cm/s] [m
�1
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D 5 ? h 2.1 21000 0.035 26 1.5 1.4 n/a 28
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which of the PIV fields are available (‘h’ stand for the horizontal measurement and ‘v’ for the vertical one). uf is the velocity

of the top of the panels of the wavemakers providing a typical horizontal velocity uf = 0.7NA. The forcing Reynolds number

is Ref = ufH/⌫ with ⌫ the viscosity of water. The forcing Froude number is defined as Frf = uf/NH = 0.7A/H. The forcing
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f = 0.34A

3
N/H⌫. �u, �v and �w are the rms values of the velocity along the x,

y and z axes respectively. kb is the buoyancy wave number estimated as kb = N/uf .

III. FREQUENCY ANALYSIS

Examples of frequency power spectra density of the velocity fields and density are shown in fig. 2 for the smallest
forcing amplitude A = 2 cm. Frequency is normalized with the Brunt-Väisälä frequency : !⇤ = !/N (thus waves can
exist only for !⇤  1). The frequency spectra are computed using the standard Welch method in which a discrete
Fourier transform is performed on successive segments of data of finite duration with a 50% overlap. Furthermore
the velocity spectra are averaged over all space points available. The spectra of u and v are very similar as expected
from the square symmetry of the setup. The main feature of the spectra is a rather flat continuum for !⇤ < 0.8
with several sharp peaks. The spectrum of w show similar peaks but the continuum part is slightly increasing with
!. For !⇤ > 1, the spectra are fast decaying before becoming flat at !⇤ > 3 when reaching the noise level. The fast
decay for !⇤ > 1 is consistent with the fact that the frequency of inertial waves cannot be greater than N as can
be concluded from the dispersion relation (1). This observation is thus a first hint that much of the energy could be
due to waves. Furthermore the peaks can be associated with mode frequencies due to the finite size of the tank. For
internal waves in a square box, Maas showed that the discrete modes have a very standard spatial structure, with the
pressure variations being [Maas]:

p(x, y, z) / cos(2⇡nxx/L) cos(2⇡nyy/L) cos(2⇡nzz/H) , (3)

where nx, ny and nz are multiples of 1/2. The possible discrete frequencies are then

!⇤ =
1q

1 + (nz/H)2

(n2
x+n2

y)/L
2

. (4)

Fig. 2(a) shows the position of the frequencies for nz = 1/2, 1 (i.e. modes with 1/2 and 1 wavelength in the height
H of the tank), nx = 0 and ny = 1/2⇥ (1 · · · 8) This corresponds to the frequencies of 2D modes excited by a single
wave maker and bouncing back on the facing wall. It can be seen that the observed peaks correspond indeed to these
modes. They are excited through nonlinearity from the forcing. There is then a transfer of energy to small frequencies
as well as a transfer to smaller vertical scales as some modes correspond to smaller vertical wavelengths that the mode
nz = 1/2 which is directly forced by the wavemaker. The peaks of the spectrum are thus associated to waves which
are likely to be weakly nonlinear as the frequency remains close to that of the linear waves.

ajouter les equations ds hypothese de Boussinesq. The linearized scalar advection equation can be written
(when discarding the molecular di↵usion) [Vallis?]

@b

@t
= �N2w (5)

where b = �⇢

⇢
g, with �⇢ being the density departure from the linear density stratification. Thus, for weakly non linear

regimes, one expects the spectrum of b to follow Ew(!) = Eb(!)!2/N4. Fig. 2(b) shows the comparison between the
lhs and rhs of this inequality. One sees that indeed for ! < N the two curves are very close. For ! > N , the curves
are well separated. This observation is consistent with the dominance of weakly non linear waves that can exist only
for !  N . Note that one reason for which the agreement is not perfect could be that the measurements of velocity
and density are not done at the same place in the experiment. The velocity is measured on a large area at the center
of the domain while the density is measured in 2 points closer to the wall.
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looking for the dispersion relation…

9

analysis in time but a correlation analysis in space. Here we define a horizontal correlation as

Chor(r,!) =
hu(R0 + r,!)u?(R0,!) + v(R0 + r,!)v?(R0,!) + c.c.i

h|u(R0,!)|2 + |v(R0,!)|2i
, (12)

where r lies in the horizontal plane. The average is performed as a Welch method with average in time over successive
temporal windows of duration T = 1229 s (with 50% overlap and a Hanning window) as well as an average over
R0. c.c. stands for “complex conjugate” and · ? stands for the complex conjugaison operation. Similarly a vertical
correlation is defined as

Cver(r,!) =
hv(R0 + r,!)v?(R0,!) + w(R0 + r,!)w?(R0,!) + c.c.i

h|v(R0,!)|2 + |w(R0,!)|2i
, (13)

where r lies in the vertical plane.

(a) (b)

(c) (d)

Figure 7: Images of space-frequency correlations for A = 2 cm. (a) & (b) are taken at the frequency !
⇤
= 0.365 for which there

is a strong peak in the spectrum. (c) & (d) correspond to !
⇤
= 0.406 in the continuum. (a)&(c): horizontal plane correlations

C
hor

(x, y,!). (b)& (d): vertical plane correlations C
ver

(y, z,!). ✓ is the angle obtained from the dispersion relation at the

given frequency.

Fig. 7 show pictures of the two correlations for a frequency chosen either on a peak of the spectrum (a)&(b) or
in between peaks, (c)&(d), i.e. in the continuum. The correlations observed in these two cases are very di↵erent.
Concerning the peak frequency, the horizontal correlation (fig. 7(a)) is typical of a box mode with relative maxima and
minima on a square lattice. The expected modes for this frequency are (nx, ny, nz) = (0, 5/2, 1) and (nx, ny, nz) =
(5/2, 0, 1) (fig. 2). So the vertical wavelength should be equal to the water depth and horizontal wavelength should
be �x/y = 2.4m, this is consistent with these correlation pictures. The symmetry by rotation of ⇡/2 is not perfect
most likely due to small asymmetries of the setup. The vertical correlation at the same frequency (fig. 7(b)) shows
similar features, the dominant vertical wavelength is close to 1 m which is equal to the depth H of the domain. For
the frequency in the continuum, the horizontal correlation looks very di↵erent (fig. 7(c)): the correlation displays a
narrow peak at the origin with a fast decay to values close to zero (within the statistical convergence of the estimator).
The mid-height half-width of the peak is 0.3 m?? and the correlation seems close to isotropic. est-ce qu’on met une
image de la largeur a mi-hauteur en fonction de la frequence ?. The shape of the correlation function shows
that at this frequency, the motion is made of the superposition of many scales, most likely from several meters down

space-frequency correlations

model: axisymmetric superposition of random linear plane waves 

inspired by Campagne et al. PRE 2015 for rotating turbulence

14

mentioner la croissance du pic basse frequence comme une possible condensation ?

Computation of correlations for an axisymmetric field

We start from the calculation of Campagne et al.:

C(r,!) =

Z
h|a(k,!)|2i cos(k · r)kdk sin ✓d� (22)

The integral is only on k and � as ✓ is imposed by the choice of ! from the linear dispersion relation.
For the individual components, the same calculations gives

Cu(r,!) =

Z
h|a(k,!)|2i cos2 ✓ cos2 � cos(k · r)kdk sin ✓d� (23)

Cv(r,!) =

Z
h|a(k,!)|2i cos2 ✓ sin2 � cos(k · r)kdk sin ✓d� (24)

Cw(r,!) =

Z
h|a(k,!)|2i sin2 ✓ cos(k · r)dkdk sin ✓d� (25)

(26)

For the horizontal correlation, let us assume that r = (x, y, 0). Then k · r = k sin ✓(x cos�+ y sin�). Thus

Cu(x, y,!) = cos2 ✓ sin ✓

Z
h|a(k,!)|2i cos2 � cos(kx sin ✓ cos�+ ky sin ✓ sin�)kdkd� (27)

(28)

Cv is the same as Cu after rotation of ⇡/2.
After consulting Bruno Voisin, the integral over � is:

Z
cos2 � cos(kx sin ✓ cos�+ ky sin ✓ sin�)d� = 2⇡

"
x2

x2 + y2
J0(

p
x2 + y2k sin ✓)� x2 � y2

x2 + y2
J1(

p
x2 + y2k sin ✓)p

x2 + y2k sin ✓

#
(29)

so that

Cu(x, y,!) = 2⇡ cos2 ✓ sin ✓

Z
h|a(k,!)|2i

"
x2

x2 + y2
J0(

p
x2 + y2k sin ✓)� x2 � y2

x2 + y2
J1(

p
x2 + y2k sin ✓)p

x2 + y2k sin ✓

#
kdk (30)

In the vertical plane Oxz one has k · r = kx sin ✓ cos�+ kz cos ✓. Thus the correlation is

Cu(x, z,!) = cos2 ✓ sin ✓

Z
h|a(k,!)|2i cos2 � cos(kx sin ✓ cos�+ kz cos ✓)kdkd� (31)

The integral over � gives
Z

cos2 � cos(kx sin ✓ cos�+ kz cos ✓)d� = 2⇡


J0(kx sin ✓)�

J1(kx sin ✓)

kx sin ✓

�
cos(kz cos ✓) (32)

so that

Cu(x, z,!) = 2⇡ cos2 ✓ sin ✓

Z
h|a(k,!)|2i


J0(kx sin ✓)�

J1(kx sin ✓)

kx sin ✓

�
cos(kz cos ✓)kdk (33)

For the other components of velocity one gets similarly

Cv(x, z,!) = 2⇡ cos2 ✓ sin ✓

Z
h|a(k,!)|2i


J1(kx sin ✓)

kx sin ✓

�
cos(kz cos ✓)kdk (34)

Cw(x, z,!) = 2⇡ sin2 ✓ sin ✓

Z
h|a(k,!)|2iJ0(kx sin ✓) cos(kz cos ✓)kdk (35)

so that for the correlation with u and w one gets

Cu+w(x, z,!) = 2⇡ sin ✓

Z
h|a(k,!)|2i


J0(kx sin ✓)� cos2 ✓

J1(kx sin ✓)

kx sin ✓

�
cos(kz cos ✓)kdk (36)
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looking for the dispersion relation…

9

analysis in time but a correlation analysis in space. Here we define a horizontal correlation as

Chor(r,!) =
hu(R0 + r,!)u?(R0,!) + v(R0 + r,!)v?(R0,!) + c.c.i

h|u(R0,!)|2 + |v(R0,!)|2i
, (12)

where r lies in the horizontal plane. The average is performed as a Welch method with average in time over successive
temporal windows of duration T = 1229 s (with 50% overlap and a Hanning window) as well as an average over
R0. c.c. stands for “complex conjugate” and · ? stands for the complex conjugaison operation. Similarly a vertical
correlation is defined as

Cver(r,!) =
hv(R0 + r,!)v?(R0,!) + w(R0 + r,!)w?(R0,!) + c.c.i

h|v(R0,!)|2 + |w(R0,!)|2i
, (13)

where r lies in the vertical plane.

(a) (b)

(c) (d)

Figure 7: Images of space-frequency correlations for A = 2 cm. (a) & (b) are taken at the frequency !
⇤
= 0.365 for which there

is a strong peak in the spectrum. (c) & (d) correspond to !
⇤
= 0.406 in the continuum. (a)&(c): horizontal plane correlations

C
hor

(x, y,!). (b)& (d): vertical plane correlations C
ver

(y, z,!). ✓ is the angle obtained from the dispersion relation at the

given frequency.

Fig. 7 show pictures of the two correlations for a frequency chosen either on a peak of the spectrum (a)&(b) or
in between peaks, (c)&(d), i.e. in the continuum. The correlations observed in these two cases are very di↵erent.
Concerning the peak frequency, the horizontal correlation (fig. 7(a)) is typical of a box mode with relative maxima and
minima on a square lattice. The expected modes for this frequency are (nx, ny, nz) = (0, 5/2, 1) and (nx, ny, nz) =
(5/2, 0, 1) (fig. 2). So the vertical wavelength should be equal to the water depth and horizontal wavelength should
be �x/y = 2.4m, this is consistent with these correlation pictures. The symmetry by rotation of ⇡/2 is not perfect
most likely due to small asymmetries of the setup. The vertical correlation at the same frequency (fig. 7(b)) shows
similar features, the dominant vertical wavelength is close to 1 m which is equal to the depth H of the domain. For
the frequency in the continuum, the horizontal correlation looks very di↵erent (fig. 7(c)): the correlation displays a
narrow peak at the origin with a fast decay to values close to zero (within the statistical convergence of the estimator).
The mid-height half-width of the peak is 0.3 m?? and the correlation seems close to isotropic. est-ce qu’on met une
image de la largeur a mi-hauteur en fonction de la frequence ?. The shape of the correlation function shows
that at this frequency, the motion is made of the superposition of many scales, most likely from several meters down

space-frequency correlations

Savaro et al. PRFluids 2020



frequency less than N 
on a peak of the spectrum

horizontal components correlation vertical component correlation

linear mode of the tank Savaro et al. PRFluids 2020



frequency less than N 
between peaks of the spectrum

horizontal components correlation vertical component correlation

cross pattern ?axisymmetry
dashed line: angle of propagation at ω

⇢(z)

! = N sin ✓

Td

T
/ 1
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r
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2
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r
1
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pk
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@⇣k
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@nk1

@t
= ✏24⇡

Z
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1
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frequency less than N 
between peaks of the spectrum

10

to 0.3 m ??. The observed correlation resembles qualitatively that of a low-pass filtered 2D isotropic white noise. The
vertical correlation (fig. 7(d)) has a very peculiar St. Andrew cross shape with a peak in the middle. The vertical
half height width of the central peak is even smaller (about 0.1 m ???). A positive (pink) and negative (blue) cross
is visible away from the peak. The dotted lines have an angle 2✓ where ✓ is the angle corresponding to the chosen
frequency through the dispersion relation. This feature is not specific of the chosen frequency as can be seen in fig. 8.

(a) (b)

(c) (d)

Figure 8: Images of space-frequency correlations C
ver

(y, z,!) for various frequencies chosen between peaks. The value of the

frequency is given in the title.

(a) (b)

Figure 9: Images of space-frequency correlations C
ver

(y, z,!) for an isotropic superposition of independent linear waves. (a)

k = 30m
�1

(b) superposition of k between 7 and 30m
�1

. See text for details.

In order to interpret the structure of the vertical correlation we use the same model of random, axisymmetric
superposition of independent linear plane waves used above in the spirit of Campagne et al. [ref]. At a given
frequency, the velocity field can be written as

u(r,!) =

Z
a(k,!)eik · rdk (14)

Savaro et al. PRFluids 2020



space correlations
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looking for the dispersion relation…

C(y, z,!)
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linear wave
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ω = N sin θ
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3D numerical simulations

pseudo spectral open source solver FluidSim
https://foss.heptapod.net/fluiddyn/fluidsim

penalization method to mimic the wavemakers

imposing the horizontal velocity

periodic boundary 

conditions

12 m

2 m



numerical simulations

buoyancy field

resolution: 2304x2304x384 (Occigen)


 rad/s




 cm

parameters similar to experiment (except viscosity…)

N = 0.6
ωf = 0.73N
A = 10

horizontal plane z=1.5 m

vertical plane y=6 m



numerical simulations

horiz. 

spectra

vert. 

spectra

k5/
3

i
E(

k i)

kx or kz

also 2D DNS 
for higher resolution



less discrete modes ?

Grenoble
Lyon

horizontal

laser sheet

4 oscillating walls

pentagonsquare

mix water/salt/alcool for optical index matching



Stratified turbulence

ω* = ω/N
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with rotation…

Coriolis facility 
stratified & rotating

ω* = ω/N

N ≈ 0.5 rad/s

linear waves
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sp
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l d
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f
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large scale

geostrophic flow ?

strong 

turbulence ?

ω−2

has lower amplitude with little change in spectral slope at
high frequency (Figure 5). We anticipate results presented
below by stating here that annual average spectral levels at
Site D tend to be larger than those at other places, and thus,
being a fit to wintertime conditions, the Garrett and Munk
model is a poor description of the background internal
wavefield in much of the world ocean.
[54] Despite the vertical spectrum being defined using

data obtained elsewhere, recent vertical profile data data
from Site D are remarkably consistent with the GM76 model
(1/(m*

2 + m2)) (Figure 6). Wintertime conditions exhibit both
enhanced spectral levels (amplitude factors of 2.75 versus
1.75) and relatively more variance at low modes ( j* = 4–5
versus j* = 10) than summertime data. Wintertime conditions
also exhibit larger ratios of kinetic to potential energy at high
wavenumber, implying an increased input of near‐inertial
energy during wintertime and relaxation to higher frequencies.
3.3.2. The Sargasso Sea
[55] A large number of experiments have been located in

the Sargasso Sea over the Hatteras Abyssal Plain. On the
southern side of the Gulf Stream, this region exhibits an
energetic eddy field having significant north‐south gra-
dients. Eddy energy levels are typically less than noted at
Site D. A tidal (M2) peak is apparent in the temperature and
velocity spectra. Müller et al. [1978] find that fluctuations at

this frequency have larger characteristic vertical scales than
the internal wave continuum, and there is evidence of sim-
ilar features at the first several harmonics. From current
meter data at 28°N, 70°W, Noble [1975] and Hendry [1977]
estimate net fluxes at M2 to be to the southeast and infer the
source to be the Blake Escarpment, near the western bound-
ary. Alford and Zhao [2007], on the other hand, document net
semidiurnal fluxes to the north‐northwest (at 31°N, 69° 30′W)
and southwest (at 34°N, 70°W).
[56] The bottom near midbasin is well sedimented and

smooth at 28°N, 70°W, the locus of the Mid‐Ocean
Dynamics Experiment and the Internal Wave Experiment.
Rougher topography is noted to the east. (One also finds
mud waves. Mud waves are sedimentary features of 1–10 km
horizontal wavelength having amplitudes of tens to hundreds
of meters. These horizontal scales are appropriate for the
generation of freely propagating internal lee waves (with
Eulerian frequency s = 0) if the intrinsic frequency w = s −
p · u lies between the Coriolis and buoyancy frequencies:
f ≤ p · u ≤ N. Significant coupling between the “mean”
and internal wavefield is anticipated at mean flow rates of
0.1–0.2 m s−1. Sediment transport is an issue at such flow
rates and the possibility exists that the lee wave velocity
perturbations affect the deposition and erosion process so as
to reinforce the mud waves [Blumsack, 1993]. But this gets

Figure 2. Site D frequency spectra of horizontal kinetic energy (blue lines). These are the Site D data
that appeared in the original GM72 paper. Black curves represent fits of (21) with r = 2. The thick vertical
lines represent the buoyancy frequency cutoff. The spectra have been offset by 1 decade for clarity.
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very large scales: vortex (no rotation)
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Lagrangian study ?

tracking individual particles: 

• 8x100W LED projector


• 3 cameras (5MPixels)


cameras numerical simulations:

Buaria et al. PRFluids 2020



Lagrangian study ?

tracking individual particles: 

• 8x100W LED projector


• 3 cameras (5MPixels)


• calibration

Machicoane et al. RSI 2019

cameras

2m



Lagrangian study ?

tracking individual particles: 

• 8x100W LED projector


• 3 cameras (5MPixels)


• calibration

Machicoane et al. RSI 2019


• low particle density 

(~1000 particle/image)



Lagrangian study ?

tracking individual particles: 

• 8x100W LED projector


• 3 cameras (5MPixels)


• calibration

Machicoane et al. RSI 2019


• low particle density 

(~1000 particle/image)


• PTV software ENS Lyon

work in progress…



Conclusions
• observation weak turbulence of internal waves 

discrete modes + axisymmetric continuous spectrum

impact of domain shape (square & pentagon)


• strongly stratified turbulence ( ,  ) to be confirmed… 

• in progress: 
- 2D (vertical plane) & 3D DNS (square): space & time analysis

- ~130 TB of PIV & PTV images to process…

- finite size effects in vibrating plates

N ∼ 0.01 Reb ∼ 25
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